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Abstract

Tuberculosis has long been considered a disegsavefty but there has been little
research into the pathways through which low secioromic status leads to increased
risk of disease. This study reviews the existitegdture on risk factors for tuberculosis
disease with a particular focus on those variathlasreflect the social setting in which
an individual lives. It then conducts a multileaslalysis of South African data from the
1998 South African Demographic and Health Surved/the 1996 national census to
evaluate individual-, household- and community-leisk factors for tuberculosis
disease using a hierarchical regression modehnéthyses adjusting for non-socio-
economic individual characteristics, the study $ilkdat having low education, being
unemployed, living in a household with a low lesélwealth, and living in a community
with high levels of income inequality are each ipeledently associated with an
increased risk of having ever been diagnosed wlhkrculosis. The study suggests that
tuberculosis prevention and treatment policy miggrtefit from an expansion to include

programs to aid those living in low socio-econoroaditions.
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1. Introduction

Tuberculosis (TB) is the world’s leading curableisa of infectious disease mortality,
directly resulting in more than 1.8 million deattech year (World Health Organisation
1999). Concerted efforts using effective chematpeutic drugs in the decades
following World War Il led many to believe that edzulosis was slowly being
eradicated. More recently, however, the rise oftirgliug resistant strains of
tuberculosis and the emergence of HIV-TB co-infattipossibly exacerbated by
reduced access to healthcare due to social andecodisruption, has led to a
resurgence of the disease (Gandy & Zumla 2002).

Tuberculosis is a significant public health problenSouth Africa. The illness has been
a public health concern since the beginning otwentieth century (Packard 1987).
Notification rates peaked in the 1950s, but theseghent decline in reported disease
until the early 1990s is likely to have been aefaxt of Apartheid disease notification
policies rather than diminished case rates. Thergemce of HIV infection, and its
interaction with tuberculosis, has led South Africdave the second highest reported
incidence rate of tuberculosis in the world (Ma&dRaviglione 2005). As a result it

was estimated that in 2001 one in eleven deathsnadiy were due to tuberculosis
(Groenewald et al. 2005). Given the burden of tellesis disease in South Africa,
research based on local data is needed to delinsktiactors for disease, and to suggest

interventions to reduce the burden.

Tuberculosis is traditionally known as a ‘diseabpaverty’. Many expressions of
poverty, for example overcrowding and malnutritiare widely acknowledged to be
risk factors for the disease. Furthermore, theelong history within epidemiology for
considering tuberculosis to be directly associat#ld socio-economic factors
worldwide (Dubos & Dubos 1992; McKeown 1976; Ga&dgumla 2003). Evidence
from South Africa suggests that the links betwedretculosis and socio-economic
factors are particularly strong in this country¢lRard 1987). The infectious nature of
tuberculosis makes it likely that risk of diseas@ot only a function of an individual’s
personal characteristics, but also those of theiraunity. This consideration of an



individual’'s social setting in determining theiskiof disease is captured in the growing

field of social epidemiology (Berkman & Kawachi Z1)0

This study uses a combination of South African datarces to examine the degree and
nature of the link between socio-economic stati&sS)Sand tuberculosis in the country
in the late 1990s. Examining individual- and gréengel characteristics in parallel, it
attempts to identify which form(s) of SES are assted with tuberculosis disease, after

taking account of other accepted risk-factors fier disease.



2.  Aim and Objectives

The aim of this study is to examine the impact@igrty and income inequality on the
incidence and prevalence of tuberculosis diseassgradults in South Africa, after
taking into account measured individual biomedarad behavioural factors. To achieve
this, the objectives of the study are:

1. To provide descriptive statistics on tubercidalsease in South Africa,
including incidence and prevalence by geographlgoreand individual

demographic characteristics.

2. To examine the association between individuad lrousehold-level biological,

social and behavioural factors commonly associaiddtuberculosis disease.
3. To explore the association between prevalenirasident tuberculosis and:
household- and community-level poverty based oatass
community-level poverty based on income,
individual- and community-level poverty based ommnployment.

4. To measure the importance of income inequatithe@community level on

tuberculosis, over and above the factors explorettuobjective 3.



3. Literature Review

3.1. Tuberculosis Epidemiology

In order to develop tuberculosis disease in arviddal the causative bacillus,
Mycobacterium tuberculosisnust first enter the host and then replicatel&val

sufficient to cause illness. It is estimated b third of the world’s population is
infected withM. tuberculosigDye et al. 1999). Progression from infectiordigease
occurs either soon after infection due to an irgemmflammation-infection process —
primary illness — or at some later date due to ake@eed immune system — reactivation
illness. The lifetime risk of each is around fpercent in an immunocompetent
individual (Coberly & Chaisson 2001). In the pmese of an immunosuppressive agent,

such as chemotherapy or HIV, the risk is one toaweters of magnitude higher.
3.1.1. Risk factors for tuberculosis infection

As an airborne infectious agent, tuberculosis itndecis most likely when an individual
spends time in close proximity to an infectiousrseu Thus key risk factors for

infection are the existence of a person with adiiNeerculosis disease (the index case)
living in the same house or institution; the infeity of the index case’s disease; and the
degree of overcrowding of the setting (Coberly &3lson 2001).

Measuring these risk factors is complex and usualjyires the use of proxy
characteristics of an individual. The degree aftaot, both duration and proximity, that
an individual has with infectious persons is likedybe patterned by their social
activities, and these in turn will be stratified &ye, sex and ethnicity. As a result,
demographic characteristics are often presentedlagactors for infection (Strebel &
Seager 1991).

Furthermore, some variables are risk factors bathuberculosis infection and for
disease. For example, household crowding is &tdilsk factor for infection due to
increased proximity to other individuals, but isah proxy for SES and therefore often

presented as a risk factor for disease (Cantwaell. d1998; Bennett et al. 2001; Munch et



al. 2003; Gustafson et al. 2004). There is theegbotential for infection and disease
risk factors to be conflated, particularly in loneidence settings.

3.1.2. Biomedical risk factors for tuberculosis disease

Factors that raise an individual’s risk of tubeosi$ are those things which reduce their
capacity to defend themselves against the mycotdacte These are typically divided
into those factors not amenable to interventiosgrsal characteristics) and those
which are (contingent characteristics) (Strebeleéager 1991; King 2003).

The former category includes the temporal charatter time since infection — and
host characteristics such as age, sex, geneticstanitity. The latter category contains
host and environmental characteristics that lolwerhiost’'s immunity, these include: (i)
past history of disease affecting the lung; (iBgent history of illness that, either by its
natural history or due to its treatment, suppreseanmune system; (iii) exposure to

harmful substances; and (iv) an absence of faptarsiotive of good health.
3.1.2.1Risk factors not amenable to intervention

The risk of becoming actively ill with tuberculossshighest in the first two years
following infection, falling to a constant backgralilevel after five years. ltis likely
that this pattern reflects the lifecycle of tubéosis — after this time a person has either
succumbed to infection or successfully forced theillus into dormancy (Coberly &
Chaisson 2001).

The effects of age and sex on risk of disease uttdre not simple. Historically, and
in the more developed world today, the perceivekl of developing disease declined
from birth to age ten, then rose to peak in eadiyithood and fell thereafter. This,
however, is a cross-sectional picture and reflgwtdact that each successive birth
cohort has been at lower risk than its predecedsareality, the risk of tuberculosis for
each cohort falls through their lifetime, not lebstause those most susceptible to

disease tend to die young (Coberly & Chaisson 2001)

! This may arise because only certain sectionseoptipulation are at risk for infection in low-présface
settings, and thus also for disease. Diseaseftinerappears to be patterned by what are actuglbgtion
risk factors. In high-prevalence settings, wheneoat all people are infected with tuberculosisedise
will only be patterned by disease risk factorscsithere is no variation in infection.



The effect of sex on risk of disease is modifiedalgg. Men under 15 or over 45 report
higher rates of disease than women of the saméag#he pattern is inverted for those
of childbearing age. These results have beenisesveral settings, including Africa,
but are not found in every case (Holmes et al. 1@3%nn et al. 2000). It has been
argued that this may reflect different patternbedlth-seeking behaviour, with women
being less likely to access care, perhaps dudnigheer risk of social stigma (Thorson &
Diwan 2003). Active case-finding often finds meex-neutral infection and disease

rates.

The relevance of racial or ethnic background aseken for tuberculosis disease
remains contested. In England the variation iretablosis rates in several major cities
was found to be explicable predominantly as a fonabdf the proportion of the
population born in the Indian subcontinent and &fr{Bennett et al. 2001; Tocque et al.
1999; Parslow et al. 2001). The authors attribtitesito immigration from high-
incidence areas and the resultant increased cosithcinfected and infectious
individuals. A study of tuberculosis in Hong Kofogind a similar association between
immigration from mainland China and disease (Leeingl. 2004). In the United States
(US) some studies have found a positive associaebneen African-American or
Hispanic race and tuberculosis disease rates @air 2001; Cantwell et al. 1994), but
recent evidence suggests that this too is largetytd a higher exposure to other risk
factors for tuberculosis, including exposure tcergdmmigrants from higher-incidence
settings (Cantwell et al. 1998; Acevedo-Garcia 2001

African epidemiological studies of tuberculosisetgrconsider race as an explanatory
variable. One study in West Africa found beingaial minority to be a risk factor for
disease (Gustafson et al. 2004). This may sugpoargument that migrant or minority
status is a risk factor, rather than any particatanicity, through an etiology of raised

stress levels or low SES (King 2003).

The balance of evidence seems to suggest that baclkground is not a causal risk
factor for tuberculosis, although it may well benadiator, or risk marker, in many
settings. At a group level, no genetic predispasito tuberculosis has been shown for

any race or ethnicity, although there is evideheg genetic predisposition exists at the



individual level (Coberly & Chaisson 2001). Asesult it is likely that changes in the
social environment of ethnic or racial grouping elange their tuberculosis risk,

making the risks generally associated with raceifiadude.
3.1.2.2Risk factors amenable to intervention

The above risk factors are inherent to an individaidirth or are a function of passing
time; their impact on risk of disease cannot treeebe directly reduced. There are,
however, other characteristics that are risk factor tuberculosis disease, and for which

risk-reducing interventions are possible.

Past history of tuberculosis disease is prediciiveiture disease. This is due to a
higher likelihood of both being infected wilh. tuberculosisand to having healed
fibrotic lesions which are conducive to the deveb@nt of active disease. There is also
evidence for silicosis being a predisposing factdhe development of tuberculosis
disease, putting miners at particular risk of #ise This effect is even more pronounced
among those with HIV infection (Corbett et al. 2D00

HIV infection is a significant risk factor for tubmilosis disease. HIV raises the risk of
an infected individual developing active diseasafifive percent in a lifetime to
between five and ten percent per year, a riskrtbas as HIV disease progresses
(Raviglione et al. 1997; Badri, Wilson & Wood 2003) is estimated that in sub-
Saharan Africa 31 percent of all tuberculosis cases34 percent of all deaths are
attributable to HIV (Corbett et al. 2003). The @mapof HIV is so large in high-
incidence settings that it changes other previcablerved epidemiological patterns. A
study of tuberculosis cases in Malawi between 18882001 found two-thirds of
patients to be HIV-infected. In this populatiom tormal difference in reported cases
between men and women over the age of 45 was edjestith women being more

likely to have disease than men (Glynn et al. 2004)

There is qualified evidence for alcohol and tobagse raising an individual’s risk of
developing active tuberculosis. A case-contraflgtun China found no association
between smoking or tobacco use and tuberculosis wieasured individually, but did
find an effect when both substances were jointlysconed (Dong et al. 2001). A
review of studies on the relationship between tobamnd tuberculosis found both an



exposure and a dose-response relationship betweekirgg and tuberculosis disease
(Maurya et al. 2002). Evidence suggests that hdamwkers have a raised risk of
tuberculosis. This may be due to it directly exbaéing tuberculosis (Mason et al.
2004), as has been seen in mice, or due to theajemeakening of the immune system

that excessive alcohol consumption can cause (Gaetlal. 2006).

It is often stated that diabetes mellitus is a fattor for tuberculosis disease, perhaps
due to its immunosuppressive effect (refs). Evidefor this relationship is sparse, but a
case-control study in the United States found p&ibospitalised for tuberculosis to
have a raised crude risk of also having diabetalkéPMéndez et al. 1997). A second
case-control study in Indonesia found a strondatiomship in populations with similar
socio-economic characteristics (Alisjahbana e2@06). As both studies note, the
nature of their analysis makes causal connectiopgs$sible to isolate. A population-
based analysis in Veracruz, Mexico found thosertiagd with tuberculosis to be
almost seven times more likely to have been preslodiagnosed with diabetes than
other residents in the area (Ponce-de-Leon eD84)2 Again, the associations reported

are crude.

A causal connection between malnutrition and tuldesss remains uncertain. Adequate
nutrition is crucial in fighting any infection, amdalnutrition as measured through low
body mass index has been associated with tubersuhoseveral settings (Schwenk &
Macallan 2000). Given the impact of crowding aodqrty on tuberculosis (see section
3.4 below), and their high correlation with pootrnition, it is hard to precisely measure
the size of this effect. This problem is exaceztidiy the bi-directionality of any such

relationship — tuberculosis disease is charactkbyeapid weight loss.

3.2. Tuberculosis in South Africa

South Africa is estimated to currently have theoseichighest incidence rate — 558 cases
per 100,000 population per year — and the eiglghdst absolute number of new cases —
250,000 per year — of tuberculosis in the world lieta& Raviglione 2005; World

Health Organisation 2005). While the quality andhpleteness of case reporting
undoubtedly rose following the advent of fully-repentative government in 1994,



tuberculosis disease notification rates to the @bikalth Organisation rose from
around 200 per 100,000 population per year in 8894 to 505 in 2003. The proportion
of this rise due to increased iliness related td Fection and the proportion due to
improved case-detection is unclear, but by 2000 60%sberculosis cases were
estimated to also be HIV-positive (Corbett et 802).

Prior to 1980, reported incident tuberculosis r&igd declined by half from a peak of
almost 400 cases per 100,000 population per yaaeiearly 1960s, having risen
rapidly to this level following the end of World WH (Wulfsohn 1985). While it has
been suggested that this fall was due to the wanfitgperculosis disease (Strebel &
Seager 1991), others have argued that it was efaetrof decreased surveillance among
those at highest risk, particularly African popidas in rural areas (Packard 1987).
This lack of reporting was most pronounced in tinelépendent homelands” created
within the borders of South Africa, which were axd#d from national statistics in the
early 1980s. Analysis of urban tuberculosis nodifion, where health treatment and
reporting infrastructure was strongest, suggestisititidence rates remained extremely
high among African and Coloured communities, wétes of 2-3000 per 100,000
population per year not uncommon (Andersson 1980%. therefore likely that
tuberculosis rates in South Africa fell rather ldsan notification rates suggested
between 1965 and 1995.

This argument is supported by population surveysezhout during this period which
suggest that infection and disease rates wererneglyehigh. Infection prevalence
studies conducted among children aged five to mirtee late 1970s found tuberculosis
infection rates among African populations averati@®%, among Coloureds 8.6%,
among Indians 2.8% and among Whites 118y the age of 15 this had risen to 33.1%
among African populations. A study of the prevakeof tuberculosis disease run in the

decade from 1974 found rates to be as high as 888» per 100,000 persons tested

2 Under the apartheid system of the National Pastyegnment in South Africa between 1948 and 1990 all
citizens were assigned to one of four ‘populatioougs’ or racial categories. These groups wereaifr

(or Black), Indian (or Asian), White and Colourdlddse of mixed African, Indian and/or White desgent
In line with other South African literature, andtlout implying that these terms have genetic vlidi

they will be used throughout this paper. The ncostmon reason for continuing to use these categorie
is to measure the impact of interventions on reuyabistorical inequalities.



among rural African men. Other studies found tabkersis prevalence to vary between
960 and 2200 culture-positive cases per 100,000lptpn in the 1980s (Strebel &
Seager 1991).

The reasons for tuberculosis rates being so highhgrthe African, and to some extent
Coloured, population today appear to be a comlanatf historical employment and
treatment access patterns, and current socio-edomeatities. As Packard outlines in
his seminal work on the subject, African men frazroas Southern Africa were drawn,
and within South Africa economically coerced, torkvim mines, particularly around
Johannesburg, beginning in the late nineteenthucg(Packard 1987). Working in
settings where risks such as silicosis, long exmgoguactively ill persons in a damp,
humid environment, poor nutrition and considergdsigsical stress were daily realities,
tuberculosis rapidly became endemic in such pojaunat Sick workers lost their jobs
and due to the pass system, which made it illegaiiost African persons without
employment to remain in an urban area, had tomdtuthe rural environments from
which they had been brought. In these placesdtieedy ill infected friends and family,
and as a result tuberculosis infection was endémtioe African population in South
Africa by the 1970s (Andersson 1990).

These employment patterns are likely to have letiedhigh rates of infection seen in
the African population, but there is no evidenca the determinants of active disease in
South Africa are any different from those seenthreocountries. Furthermore, while
both infection and disease rates for tubercula$ierdvidely by population group,
survival rates remain similar. This suggests #tidiough groups are differentially at

risk for infection, the same is not true for diseasogression (Strebel & Seager 1991).

3.3. Social Epidemiology

Social epidemiology is the study of the distribatend determinants of health in
populations analysed by individuals’ and group<ialbconditions (Berkman &
Kawachi 2000). It begins from the premise thairalividual’s risk of becoming ill, and
of recovering from such illness, is not determisetkly by their biological

characteristics but also their place in sociefythis premise is true, failure to take social

10



conditions into account in studying determinantbedlth may lead to a misdiagnosis of
the problem and thus a failure to change thoserfsethich are the root causes of ill
health. Studying such hypotheses may be as siasptensidering the level of financial
resources available to individuals (income or wealbr as complex as analysing the

nature and structure of the society in which thes.|

lll-health can be proximally caused by social coiods (Figure 1, pathway A). For
example, having no income may mean an individuaheble to buy food and thus
suffers from malnutrition. It is more common, hawg for social factors to play a more
distal role in the causation of disease (Figuneathway B), often because they limit
choices, or lead individuals to make decisions #natdetrimental to their health. For
example, having no income in a society which dagsatiow for female empowerment
may push a woman towards working as a sex workaeirg her at raised risk of

violence, sexually transmitted infections or unveahpregnancies.

Figure 1: Potential Causal Pathways for Low Incomeand Tuberculosis

A .
Low Income »  Poor health Tub_ercuI05|s
Disease
Choice of
high-risk
behaviours

Although the study of social epidemiology may foomsy on individual-level social
characteristics, a frequent construction usederfitid is the group-level explanator of
an individual-level outcome. The idea has its santEmile Durkheim’s concept of a
‘social fact’, a phenomenon that is not simply #mealgamation of individual
characteristics, but is formed by the rules andcstires of society as a whole (Schwartz
& Diez-Roux 2001). Studying such phenomena reguareinvestigation of an
individual's context, rather than just their perabcharacteristics. A comprehensive
social epidemiology approach will often require hoets that consider both individual-
and group-level factors, since it is likely thatlbpersonal and societal factors will
impact the health of an individual.
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These group-level factors can be divided, roughiy, two categories. Those factors
that are the sum of the characteristics of indigldun a community are referred to as
compositional factors; those that reflect emergepiects of the social or physical
environment — closer to Durkheim’s ‘social factsare called contextual factors
(Macintyre & Ellaway 2000). An alternative defiioih is to be consider compositional
factors as being agency-related, in that theyalyhe actions and intentions of
individuals, and to consider contextual factorbeaisg structure-related, in that they are
socially constructed attributes of groups (Veen2@@5). It is possible for a health
outcome to be due to a combination of compositianal contextual factors, and even to
interactions between factors in the two groupspréactice it is often difficult to
distinguish between compositional and contextuetbia, since many compositional
attributes are at least partially a result of the-gxisting context in which they arise
(Macintyre et al. 2002).

A wide range of group-level factors has been useddasure SES. These have
included aggregated values of individual-level datech as the mean income or
percentage unemployed in a population, emergenesdhat have no individual-level
analogy, such as the degree of income inequalitygrbup, and non-person-based
measures, such as level of public service provi@itacintyre et al. 2002). It is hoped
that each measure will capture a different aspieitteosocial setting under

consideration.

In order to simultaneously consider both group iadd/idual-level risk factors for a
disease, a multilevel approach is needed (Diez-Roaiello 2005). Individual-level
studies frequently use realisations of an individugocial standing and context such as
relative personal income or wealth, education angdleyment status. Ecologic studies,
in contrast, use only group-level variables to akpgroup-level outcomes. Alone, each
of these approaches to understanding would fadke account of the other, but a
multilevel model can account both for personal ditagn and group context.

One strength of multilevel analysis is the capatmtgvaluate whether a variable has a
compositional, contextual or mixed effect on thaltteoutcome of interest by including

both individual- and group-level realisations of tisk factor in the analysis. If only the
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individual-level measure is significant then thewg-level measure adds no information
and the effect is purely compositional. If onlg ttontextual measure is significant then
the individual’'s characteristic is unimportant dahd effect is purely due to the
community-level aspect of the variable. If botk aignificant, then both effects play a

role.

3.4. Socio-Economic Status and Health

Socio-economic status refers to either the absolutelative position of an individual in
society. A wide range of measures are believadftect SES, each contributing a facet
to the overall picture of an individual’s socio-aeomic position (Braveman et al. 2005;
Lynch & Kaplan 2000). These measures fall into twerarching categories: first,
utility-based — measuring an individual's commandraesources, such as income or
consumption; second, capability-based — measun@g@utcomes achieved with these
resources, such as life expectancy or literacy y8en 2001). This study focuses on the
former, within which resource use may be measunettitly (e.g. expenditure or
consumption patterns, assets owned), or indir¢letyugh what financial resources are
available for such use (e.g. income, wealth). cAllhese measures have been found to

be associated with, although not always causaltyeoted to, poor health.
3.4.1. Income poverty

Poverty has been described as “being deficiendapdved materially, socially and
emotionally”, excluding those affected both frorsaarce consumption and societal
interaction (Benatar 2003, p223). Income povestgrie aspect of overall poverty, and
is undoubtedly associated with poor health. THies®y in poor countries, on the
average, have lower life expectancy, and highesrat morbidity while alive, than
those living in richer countries (Preston 1975, ivas et al. 2004). Moreover, within a
given country, the rich tend to live longer thae poor. Research in the US found that
the risk of death in the decade following age 5Bdéanore than two times higher for
those with annual household incomes under $5,089 fibr those with incomes over
$50,000 (Deaton 2003). Similar gradients were seether studies in the US, in
Canada and in Holland (Marmot 2002, van Lenthé.&094). The relationship
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between income and health appears to be strongéowrer the level of aggregation
used in developed nations — using area, statetmnafmeasures of income gives a

poorer correlation than individual or household suzas.

Evidence on the relationship between poverty aradtihnérom lower income settings is
limited, however a study of the impact of providibig-age pensions to otherwise
impoverished families in South Africa suggestedasiderable improvement in health
resulted (Case 2002). This suggests that poveaityptay a role in health outcomes in
settings where it is a common condition, rathenttie exception as it is in richer

nations.
3.4.2. Income inequality

Measures of income poverty provide information lo@ absolute condition of the
poorest segments of society, but they cannot sjpetlle conditions of those living
outside of poverty, or the relationship betweerséhgroups. Measures of income
inequality within a society can consider all mensbefrsociety. Furthermore, they are
explicitly group-level phenomena — inequality cahexist at the individual level. A
range of theoretical explanations for a link betwewome inequality and health have
been suggested, including inequality reflectingdovevels of investment in health
services and other public goods, higher levelssgtposocial stress or reduced social
capital (Kawachi & Blakely 2001).

At the level of countries, there is some evideme high inequality nations have lower
life expectancy, higher infant mortality and lovegye-at-death than more equal ones
(Kawachi 2000). There is also, however, evidehet these studies suffer from limited
comparability due to varying data collection metblogies between nations and their
results — particularly those relating to non-infamdrtality — have been contested
(Deaton 2003).

Within the US, studies at the state and metropolgaels have found an association
between mortality and income inequality, even atjusting for poverty rates (Kaplan
et al. 1996, Kennedy et al. 1996, Lynch et al. J998broad review considering studies
of mortality, morbidity and health behaviour outasrwith at least one individual-level

and one community-level explanatory factor repotted 23 of 25 studies reviewed
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found at least one significant relationship betwaeneasure of social environment and

a measure of health status (Pickett & Pearl 2001).

A more focused review, looking only at studies thedd an explicitly multilevel
methodology to consider the confounding effectnalividual income on the relationship
between income inequality and health showed sel/éreden studies included to have
found an independent effect for income inequgkiswachi & Blakely 2001). While
such relationships may be partially confounded dny-8SES risk factors, a study
controlling for a range of individual-level riskdimrs and median state-level income
found a robust relationship between income inetyahd self-reported health status in
the US (Subramanian & Kawachi 2004).

However, another review of health and income inétyuargued that no causal link
between income inequaliper seand poor health has been proven, but ratherhleat t
relationship demonstrated is one of inequalityreics a confounder, perhaps of a true
relationship between psychosocial stress and gl(@@saton 2003). The precise
relationship between income inequality and healift@mes is important since only by
understanding this can one efficiently target poihange. If a causal link between
income inequality and health is lacking, as Deat@ues, reducing inequality may lead
to health improvements, but only as a second-affect via the true causal link.

Given that these studies were all conducted inrtbee developed world, their relevance
in poorer settings may be questioned: in situataingidespread absolute poverty,
inequality may be of only secondary importance (Kel & Blakely 2001). It is
therefore interesting to note that more than ondyshas found the impact of inequality
to be strongest amongst the poorest parts of ghogelations studied, those closest to
being in a comparable position to the majorityhadde living in South Africa (Kawachi
2000, Lochner et al. 2001). The only multileveidst to date to consider a less-
developed nation — Chile — also found a significafdtionship between income
inequality as measured by the Gini coefficient aelfireported poor health
(Subramanian et al. 2003). The effect appearde forotective for those with least

inequality.
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3.4.3. Employment

Evidence exists for an inverse association betweemployment and a wide range of
health outcomes (Jin et al. 1995; Dooley et al 6198athers & Schofield 1998). Of all
the measures of SES, however, employment is thé pnase to concerns regarding
causality, since there is clear evidence thataldth often causes unemployment rather
thanvice versa Some longitudinal studies attempt to adjustlics by selecting a
population that is either exogenously been madenpiwyed (the closing-factory
method), or about to enter the workforce (studégsing school) or through panel
population surveys (Dooley et al. 1996). Thesehoas are rarely employed, but those
studies that have used these approaches have rfoloust relationships between

unemployment and poor health.

At the aggregate level, in addition to these indlinal-level, compositional effects, there
is also the possibility of a contextual effect ajlhunemployment rates through their
impact on the community — either physically or ggyogically. Interaction between

the two levels is also possible.
3.4.4. Education

In contrast to employment status, measures of ¢éidncaannot suffer from the problem
of reverse causality among adults: once an indalittas finished studying, educational
achievement is invariant to changes in health stafthis does not, however, entirely
remove concerns about reverse causation. If &ealth outcomes are determined in
part by childhood, or even antenatal, health, ggssted by the lifecourse epidemiology
literature (Barker 1994), then there is the po#ritr an individual’s health to

determine the amount of schooling they receivdreguently sick child is likely to

attend less school, and have poorer attainment,aleealthy one (Behrman 1996).

Bearing this in mind, there is mixed evidence thase with higher educational
achievement levels have higher life expectancylawedr morbidity levels both in more
and less developed country settings (Krieger €t9897). One US study found
education to be the strongest individual socio-eauin predictor of health outcomes
(Winkleby et al. 1992), but another found it tolbss important than other measures,

such as occupational class (Davey Smith et al. Y1998

16



In South Africa skewed educational opportunitiesvided by the Apartheid system

prior to 1994 lead to differential relationshipsveeen education and health among race
groups (Case 2002). As a result, racial groupustatlikely to act as a confounder, or
even an effect modifier, of any relationship irstbountry and will need to be taken into
account in this study. This problem is similathat experienced for race and sex in
other countries, where those who are otherwisdaimarn average salaries

significantly lower than if they were white and m#Krieger et al. 1997).
3.4.5. Deprivation

While a link between income and health may exisseems more reasonable that an
individual’'s capacity to overcome health (and oflofrallenges is correlated with the
total stock of assets rather than the current fldwis is particularly true in countries
where health insurance, whether public or privdtes not operate widely and thus the
individual equivalent — savings and fungible asseatscrucial. Comprehensive
measures of wealth and access to goods and seaveasso likely to take into account
many or all of the aspects of socio-economic pmsitaised above (Lynch & Kaplan
2000). A widely used class of measures consideviegjth are deprivation and asset
indices (Krieger et al. 1997). These attempt tasoee whether households are in
possession of certain assets that are consideredast for survival in a given social
environment. This has the drawback that they ateeasily comparable between

societies.

In the past two decades researchers in the Uniiiegiddm (UK) have created several
deprivation indices that represent area-level acttiegoods and services. The most
commonly used is the Townsend index, which conto®rs such as unemployment,
lack of car and house ownership and overcrowdifigs and other indices have been
found to be positively associated with both popafahealth and with mortality
(Carstairs 1995; Gordon 1995; Ben-Shlomo et al6).9t the US a measure of
material hardship, based on the Townsend indexadrdad-based index formed
through principal component analysis (PCA) werenfbto be associated with cardio-

vascular disease risk factors and all-cause miyrtaspectively (Cubbin et al. 2001;
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Singh & Stahpush 2003).The latter study contained variables believegfect both
absolute and relative deprivation. The Care Nedéx, a measure of neighbourhood
social position used in Sweden has been found tmked to poor health behaviours,
long-term illness, cardiovascular disease and riyr{dlalmstrom et al. 1999;
Sundquist et al. 1999; Malmstrom et al. 2001; Sumstcet al. 2004).

Several of the indicators included in the abovedesl are unlikely to be relevant in
poorer countries. A methodology for creating ags#ites based on questions in the
widely-used Demographic and Health Surveys is esirggly being used as model in
less developed countries including South Africanfer & Pritchett 2001; Booysen
2002). Using PCA this methodology creates an asdek based on those combinations
of binary variables which most clearly differendéiatifferent socio-economic groupings

(divided by income, geography, etc.) in a givenntoyis data.

Unlike the US index this asset index is based bavailable data in the survey, rather
than a rigorous evaluation of each item’s theoa¢dnd empirical relevance. Also
unlike measures used in more developed countreeBHS indices were created at the
household, rather than the area, level. This alfmwa more nuanced analysis of the
level at which deprivation may affect health. Tse of a deprivation-based, rather than
an income-based, measure of SES is likely to beempowerful in a nation such as

South Africa, where between a third and a halflidfh@se seeking work are unable to
find it and many communities have a majority of $elolds that report no income
(Myer et al. 2004).

% Factor Analysis (FA) is a methodology that seeksricover the latent structure in a dataset without
using a specific dependent variable. A factoré®mbination of variables that have strong explanyat
power in the dataset. Principal Component Analigsegsform of FA that creates combinations of
variables that jointly account for both common améhjue variance in the dataset. It first creatiztor
that includes the maximum variance from the ovetathset, then removes those variables comprikiag t
factor, and repeats the process. The proportion of tiginal variance explained by tliactorsis referred
to as the factor loading, and will decline with sessivefactors The final output is a reduced number of
explanatory variables, equal to the numbefacforsbelieved to be important for explaining the
variability of the dataset (Kim & Mueller 1978).
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3.5. Socio-Economic Status and Tuberculosis

As an infectious disease, tuberculosis is by itanesa social illness. This is reflected in
risk factors raised above such as overcrowdingddiitionally has a long history of
being associated with poor socio-economic condstitmoth in South Africa (Strebel &
Seager 1991; Packard 1987) and internationally BdbDubos 1992, Gandy 2003;
van Helden 2003). This may be the result of pamg conditions exacerbating other
risk factors, or due to them limiting access teeg@io 2004; Gandy 2002; Castro 2003).
It therefore seems natural to consider the soocialext of persons affected by the
disease. SES is, however, often left out of atyarsaof risk factors for tuberculosis
disease due to its distal nature in the causaateway. While poor nutrition or a
history of mine work is often included in biomedistudies of the disease, the causal

agents of such exposures are frequently ignored.
3.5.1. Socio-economic risk factors in low tuberculosigdence settings

Numerous studies in the US and UK have studie@tléogic impact of selected socio-
economic measures on tuberculosis at various avedsl None of these studies
adjusted for other known, non-SES risk factorslier disease, but they found
tuberculosis to be associated with high levelsutfligly provided housing, free school
meals and poverty, low levels of education andogarership, and high scores on the
Jarman, Carstairs and Townsend deprivation ind8psnce et al. 1993; Parslow et al.
2001; Krieger et al. 2003). One US study also tban unadjusted bivariate association

between the Gini coefficient measure of inequality tuberculosis.

A UK study of the predictive power of the constittielements of the Jarman index in
Liverpool found the only meaningful SES-based elene be the unemployment rate
(Toque et al. 1999). Even this fell from being stengest predictor of tuberculosis in
the early 1980s to insignificance by the early 90his may be related to the finding
that the only significant predictor of change ibetculosis rates in London between
1982 and 1991 was the change in the employmen{Mategtani et al. 1995).

The potential importance of including non-SES Malga in an analysis of the impact of
SES risk factors is illustrated by two ecologicdstis from Hong Kong. Bivariate

analyses of SES measures and tuberculosis fouhddwteducational achievement and
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high poverty in a given area to be associated higher disease rates (Chan-Yeung et
al. 2005). A multivariate analysis of the sameetghlosis dataset from an overlapping
period in the same geographic area, however, fthatdotification rates were not
associated with measures of SES, including edutatia income, after adjusting for
immigration and marriage rates and the proportidihe population living in
rooms/bedsits (Leung et al. 2004).

In lower income settings socio-economic factorseappo play a stronger role. A case-
control study in Estonia found tuberculosis casdset significantly more likely to have
minimal or no income, be unemployed and live inreaesidence (Tekkel et al. 2002).
The study also considered non-SES risk factorsliobot conduct a multivariate
analysis of the data. An ecologic study of risétdas in Olinda, Brazil found that two
different measures of deprivation, one createdutindactor analysis of census
variables, were both significantly associated wutberculosis in bivariate analyses
(Souza et al. 2000).

3.5.2. Socio-economic risk factors in high tuberculosigdence settings

In settings with low tuberculosis incidence thasected with the mycobacterium and
affected by the disease are among the most depaivédsolated members of society.
In higher incidence settings the disease is geisethto much of the population. As a

result, risks for infection, and hence for diseasay be different.

Although unemployment is classically consideretla factor for iliness, it is possible
that in a high-incidence setting this is offsetabsaised risk of coming into contact with
an infectious case for employed persons. Thisrlatifect is likely to be magnified by
the raised risk of employed persons being infeatigld HIV in high-HIV-incidence
settings. A cohort study in rural northern Maldaund non-farmers and those with
better housing to have higher risk of tuberculadsiss may have been related to those of
higher SES also having higher risk of HIV (Glynra&t2000). In a lower HIV-
prevalence setting farming and skilled manual lalveere positive risk factors for
tuberculosis disease (Lienhardt et al. 2005). @mother hand, South African

ecological research on socio-economic risk factmraducted in the low-SES Western
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Cape areas of Ravensmead and Uitsig, found tulzesisulates to be significantly

positively correlated with the unemployment rateumarea (Munch et al. 2003).

3.6. Literature Summary

There is a large international body of literatunggesting a wide range of risk factors
for tuberculosis disease, both intrinsic to induats and arising from their social
environment. Each of these should be consideradSauth African context. Previous
research in this country also suggests that thaenpt Apartheid-era policies, both in
restricting access to services and forming padicpatterns of employment, may well

have shaped South African risk factors into an uabfrm.

Almost every measure of SES available has beemsaleassociated with health states
and outcomes. Furthermore, many of them have foeg to be risk factors for
tuberculosis in high income settings. These measoir SES have included both
individual- and group-level characteristics, thiéedabeing both compositional and
contextual in nature. There remains, however aatdef research on the relationship
between SES and tuberculosis in low-income, higbhnme-inequality and high

tuberculosis-burden settings.
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4. Methods

This study is a secondary analysis of the assoasitbetween self-reported tuberculosis
disease and various personal, household and cortyrienel variables believed to
affect the risk of developing tuberculosis diseake dataset was formed from two
existing cross-sectional surveys, the 1998 Soutlt@di Demographic and Health

Survey and the 1996 South African census.

4.1. The 1998 South African Demographic and Health Surwe
4.1.1. Survey methodology

The Demographic and Health Survey (DHS) series isi@rnational programme of
representative national surveys that has to dae benducted in 70 countries
worldwide. The aim of the programme is to creapamael of data on population, health
and nutrition in developing countries. By usingular repetitions of surveys and
standardised methodologies, comparisons acrose spalctime are possible. In South
Africa the first DHS survey was conducted in 199&aollaboration between Measure
DHS+, the international co-ordinating organisatiand the South African Medical
Research Council (MRC). Funding was provided prilpay the South African
Department of Health with assistance from Macre#imational and USAIDSouth
African Demographic and Health Surv&999).

The 1998 South African Demographic and Health Su(gADHS) consisted of three
guestionnaires, covering general household hdatdiyidual adult health and women’s
health. The first questionnaire was asked of aregn in every household selected
(n=12,860); the second to all adults aged 15 ceraldevery other household selected
(n=14,928); the third to all women between 15 a@ddéntified in all selected
households (n=12,327). The response rate folbédigiersons varied between 92 and 97

percent.

The SADHS involved a two-stage sampling processampling frame was formed by
dividing the country into the 86,200 enumeratoraar@EAS) created for the 1996 census.

Initially, the country was stratified by provincedaurban versus rural residence to
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create 18 strata. At the request of the provirgialernment, the Eastern Cape was
further stratified by its five health regions twgia total of 26 strata.

Among the aims of the SADHS were to provide acauestimates of a range of health
indicators for each of: (a) the four populationugye; and (b) the nine provinces. The
former of these created difficulties due to the km@portion and highly clustered
nature of persons classified as Asian in the cquntr order to ensure robust estimates,
particularly of Asian women, the areas where theyeamost likely to reside were
oversampled; this led to an oversampling of urbanténg (by < 1%) and urban
KwaZulu-Natal (by 57%). The latter aim requiredaversampling of the smallest
provinces, it was achieved by sampling an equalbeurof individuals in each province,
with the exceptions mentioned above for the Easteype, Gauteng and KwaZulu-
Natal. As a result of these manipulations the SADEquires weighting factors for

accurate analysis.

Having determined the appropriate strata sampéssthe first stage of the sampling
process involved the selection of an appropriatalmer of EAs, the primary sampling
unit (PSU), for each stratum. This was done byability proportional to size, based
on the number of households (or alternatively censsiting points) in each EA. Any
EA that contained no households (e.g. prisons stetg) was excluded. The second
stage of the sampling process was to select t@mgipoints for each urban EA (n=690)
and 20 visiting points for each rural EA (n=282ested at the first stage. Visiting
points were selected by systematic sampling fraaanapling frame based on delimited
maps (where available) or on-the-ground observatisa result of this process, the
samples were approximately self-weighting withicreaf the 26 strata under the

assumption that household size does not vary sysieaily between EAs.
4.1.2. Variable selection and manipulation

In creating a dataset for this study all persomspeting the adult health questionnaire
(n=13,826) were considered as the population bRedevant variables from the

household questionnaire were appended to thisetatatie dependent variables in the
analysis were derived from two questions relatmgri individual’s history of diagnosed

tuberculosis. These questions were:
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* Has a doctor or nurse or staff member at a clini& bospital told you that you

had or have tuberculosis?
* If “yes”, when was the first time that you wereddhat you had tuberculosis:
0 Inthe last twelve months
0 More than a year ago?

From these questions one categorical outcome Vaneds created to represent those
who had been diagnosed with tuberculosis in thetpadve months and another to
represent those who had ever been diagnosed vindwiosis, including those
diagnosed within the past twelve months. In thislg these variables are referred to as
incident tuberculosisandlifetime prevalent tuberculosis respectively. While the
former measure is more likely to be causally corewwith the contemporaneous
measures of potentially explanatory variables ct#ié in the SADHS, the small number
of positive observations raises the likelihood thath a measure will lack the statistical
power necessary to distinguish true associatidimg latter measure, which is highly
correlated with the former but has more positiveastations, should provide greater

statistical power.

A number of independent, explanatory variables weetl from the household and adult
health questionnaires to cover the range of ristofa outlined in section 3.1 (Table 1).

The methods used to create selected measurestailedibelow.
4.1.2.1.Education

Educational achievement was categorised accorditigethighest level of schooling
completed — primary, middle, secondary and tertiafgr exploratory analysis. For the
multivariate analysis it was reclassified by yeafrschooling completed as given in the
SADHS dataset.

4.1.2.2.Alcohol Abuse

The CAGE questionnaire is an internationally vakdamethod for assessing an

individual’s level of alcohol dependency and rigkabuse. It has four questions:

24



Have you tried repeatedly, and without succes€uiodown on the amount of
alcohol you drink?

Have peopléAnnoyed you by criticising your drinking habits?
Have you ever felt bad @uilty about your drinking?

Do you need to have a drink asiye-opener in the morning (to steady your
nerves or get rid of a hangover)?

Answering in the affirmative to more than one afdé questions is considered an
indicator of someone being ‘at risk’ of alcoholisimd has been validated in a rural
South African setting (Claasen 1999).

Table 1: Independent Variables from the South Afri@an Demographic and Health
Survey 1998

No. of
Level Household Questionnaire Adult Health Questaire respondents
Individual Age at last birthday 13,826
Sex 13,826
Highest education level achieved 13,720
Race group 13,801
Worked for payment in the past year 13,811
Ever worked underground in a mine 13,733
Ever smoked 100 cigarettes 13,816
Ever drunk alcohol 13,796
CAGE questionnaire 13,826
Body Mass Index 13,546
Had TB more than 12 months ago 13,771
Household  Urban residence 13,826
Number of adults per bedroom 13,675
Affordability of meals 13,626
Household asset score 13,561
All Data Available 13,043

Source:South African Demographic and Health Suri&p9.

4.1.2.3.Body Mass Index

The Body Mass Index (BMI) is measured as an indiaid weight in kilograms divided

by the square of their height in metres and ainwawide an indication of the health of
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an individual. For this study an individual waassified in a binary fashion depending
on whether their BMI was under or over 18.5, a camrthreshold for considering

someone dangerously underweight. This createdxypneasure of malnutrition.
4.1.2.4.Adults per bedroom

This measure of household crowding was deriveditagidg the number of adults in
household by the number of rooms used for sleepitige residence.

4.1.2.5.Affordability of Meals

There is a question in the 1998 SADHS asking haenathe household goes hungry
due to not being able to afford food. The respsrse ordinal in the form: often,
sometimes, seldom, never. The responses weralgttlas a second proxy measure of

malnutrition and also as a measure of SES.
4.1.2.6.Household asset score

The household asset index used was created bychseaat the Medical Research
Council based on data in the SADHS (Booysen 20G2)sed a factor analysis of nine

questions broken down into 55 binary variablesesehcovered each household’s:
main source of drinking water;
type of toilet facility;
fuel used for cooking and heating;
number of rooms used for sleeping;
main material of floor and walls;
affordability of meals; and
ownership of specific asséts.

The factor analysis process identified 14 variabites were of particular explanatory

power, based around three core factors. The faoters appeared to reflect the urban

“ It should be noted that two of these question®wmluded as explanatory variables elsewhereisn th
study. Concerns as to overspecification can lagyedl for the number of rooms used for sleepingckwhi
was not used in the final asset index. Affordapitif meals is included in the index as a binarmte
comparing those who never go hungry to all otheusthe binary term alone has a correlation coieffic
of -0.54 with the overall index suggesting it maglividually provide additional information.
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non-poor, rural poor and all poor persons respelgtivComparison of the 14 variable
index to the 55 variable measure showed the smatllex to be both internally coherent
(differentiating well between different classestod population) and robust. It also
showed consistency with alternative measures oéippin South Africa based on
income, expenditure and other asset measurescorhkined index was used to divide
all households into five ordered quintiles.

4.2. The 1996 South African National Census
4.2.1. Census methodology

The 1996 South African census was the first cenaused out nationwide in South
Africa following the extension of the franchiseatibadults in 1994. The census was
conducted in October and November 1996 with a postneration survey undertaken a
month subsequently to allow for miscounting dupdosons absent being from all

visiting points during the main census period (Stias South Africa 2000Db).

In order to organise the census South Africa waisléd into 86,200 EAs, as mentioned
in section 4.1, each consisting of 100 to 250 hioolksks. These EAs were then grouped
together according to their situation within thé34agisterial Districts (MDs), which
were the basic administrative unit of South Afriicd 996 (Statistics South Africa
1998).

For the purposes of this study a 10 percent ranskmple of the national census was
utilised (South African Data Archive 2003). Thisswmecessary since Statistics South
Africa protects the privacy of South African resitieby not making individual-level
datasets available to the general public. Theetbgmt sample dataset consists of two
sets of data: the first is a systematic 10 persantiple of households recorded in the
census (n=846,478); the second a combination gieations living in the selected
households plus an independent 10 percent samghesé living in non-household
settings (n=3,621,201).

4.2.2. Variable selection and manipulation

The primary reason for using data from the 199&ugsenvas to create representative,

income-based measures of SES at higher levelsgpégagtion than the household,
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specifically at the community level. Given the iafsle geographical information from
both the SADHS and the 10 percent sample of theussrnthe lowest level at which data
could be matched was the MD.

The relevant variables selected from the censustiguaaire were those asking
respondents to provide details of their income r@eent employment history.
Responses to the income question were providednddy beginning at no income, and
then rising in increasing increments. In orderatculate household incomes and
measures of inequality it was necessary to assigh band a point value. Following
Statistics South Africa’s methodology this wasaethe logarithmic mean of the
maximum and minimum values in each band, with #te@ption of the lowest two and
the highest one income bands (Statistics Soutlt&fn.d.). The bands and imputed
values are given in Table 2. As a result of tressaimptions, results arising from these

data should be treated as indicative rather thacige predictors.

Table 2: Monthly Bands and Imputed Values for Censa Income Data

Monthly Income Band  Imputed Point Values

None None

R1 - R200 R133
R201 - R500 R350
R501 - R1000 R707
R1001 - R1500 R1225
R1501 - R2500 R1936
R2501 - R3500 R2958
R3501 - R4500 R3969
R4501 - R6000 R5196
R6001 - R8000 R6928
R8001 - R11,000 R9381
R11,001 - R16,000 R12,266
R16,001 - R30,000 R21,909
R30,001 or more R60,000

Source: Statistics South Africa, n.d.

The value of each SES measure and for mobilitg&mh of the 287 MDs contained in
the SADHS sample were computed from the censuslsaangd then imputed to each
individual in the SADHS sample based on their MDeadidence. Due to the
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complexity of some of the calculations, particutddr the inequality measures, the use
of sample weights was not possible. In order tontaan comparability between

measures, weights were therefore not used in aalysis including census variables.
4.2.2.1.Measures of income poverty

Income poverty refers to the amount of money agrecs household claims over a
period of time and can be defined two ways: re@yiwr absolutely (Woolard &
Leibbrandt 1999). In the former case the poveny,Ibelow which one is considered to
be poor, is set as a proportion of some measusecdétal income, such as the mean or
median value. In the latter case the line isrsé&ims of what is considered a minimum
amount on which it is possible to live. The Unitéations uses figures of this nature,
particularly US$1 or US$2 per day, sometimes adpifbr the cost of living in a given
country. Such figures often take into account mailicalorific values needed for
meaningful living and other essential goods suctha#ter and warmth. An alternative
approach is to define the poorgegtercent of the population as poor, in which case t

proportion of persons who are poor never changes.

The selection of different methods can have a aamt impact on who is considered
poor — a comparison of 1993 South African measof@®verty found the poverty line
to range from R105 per capita to R301.70 per astplivalent per month (Woolard &
Leibbrandt 1999). Figures diverge further if thdueed requirements of children and
the economies of scale that may be gained fromighray for multiple persons are taken
into account. Evidence from the above study, h@ngound that different
specifications of poverty lines made little diffece to who was defined as poor.

In this study the simplest measure of poverty waeluthe headcount ratio. This is the
proportion of a given population that falls belovibad poverty line. While this suffers
from a simplification of poverty into a dichotomowuariable, which does not appear to
reflect the linear trend in health measured agantstime in other settings (Marmot
2002), it is the only measure that is easily coraplg from the income information
collected by the census. As an alternative measfuwrempositional MD-level SES,

unemployment rates were also calculated.
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Four measures of income poverty were created frendatasets. These were formed by
counting the proportion of all persons or housebahdthe sample resident within each

MD who fell into the following categories:

P1. Persons reporting income of less than R500npeaith;
P2. Households reporting income per adult-equitalétess than R500 per morith;
U1. Persons of working age unemployed by the exgaudefinition®
U2. Households in which no-one was employed.
4.2.2.2.Measures of income inequality

The first measure of income inequality used was3ime coefficient, which considers
how inequitably the income of a population is disited by measuring the proportion of
total income earned by each individual. It is defl as the mean of the absolute
differences between every observation and each otiservation, standardised to a
[0,1] scale. If all observations are ranked fromofest to richest this can be computed

by the following formula:

n

2 . _
7% ZI(Xi —X)

i=1

Gini =

where n is the total population,the value for observation i arxdthe mean value of all

observations.

This is equivalent to plotting a curve of thesekethindividuals with the cumulative
proportion of the population on the x-axis and tleeimulative proportion of the whole
population’s income on the y-axis (this is a Loreneve, the lower line in Figure 2).
The closer the curve is to a 45-degree line, theeraqually the population’s income is

distributed. The Gini coefficient can be calcuthées the ratio of area A to areas A plus

® The adult-equivalent size of a household was tatled by adding the number of adults to half the
number of children. No account was taken of paértonomies of scale within households.

® The official definition required that a person} fad not worked in the past week; (b) was avaglabl
begin work within the next week; (c) had sought kviorthe past four weeks. The expanded definition
required only (a) and (b). The 1996 census regmounsed were that an individual was either
“Unemployed and looking for work” or “Unemployedytiooking for work, but would accept work”.
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B in Figure 2. A Gini coefficient of O indicatdsat everyone in the population has the
same income; a coefficient of 1 indicates that jpexson has all the income. Therefore,
the higher a Gini coefficient a population has, it@re unequally income is distributed

within it.

Figure 2: An Example of a Lorenz Curve

o
o

Cumulative Proportion of Total Incomer

0 100

Cumulative Proportion of Population

The second measure of inequality used was the Rdxdmal index, a method of
calculating what must be taken from the rich angkgito the poor in order to equalise
incomes. The method defines rich as those witbnmeabove the mean and poor as
those below this figure. This is most often conepluby ranking a population by
income, dividing it into ordered deciles basedus tanking and then determining
which deciles earn less than 10 percent of thé tstame in the population. The sum
of the income earned by in all such deciles is asegbas a proportion of the
population’s income and subtracted from the praporof the population that such
deciles constitute. The result of this figurehis Robin Hood index for an area: the
percentage of all income that must be taken framsdhdeciles earning more than 10%

of the population’s income, and given to the thdseiles earning less than 10% of the
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population’s income, in order that each decile dveactly 10% of the total. Normally,
the Robin Hood index is higher in more unequal paimns.

These two measures provide different informatiod la&wve both advantages and
disadvantages. The Gini coefficient has the bepéfneeting various theoretical
guidelines for measures of inequality, but the div'satages of not being easily
decomposable into subpopulations and of not beamtyqoularly intuitively
comprehensiblé. The Robin Hood measure is not generated fronstatistical theory
and does not have all the properties preferredexfuality measures, but is considered
to be easier to interpret intuitively. Past reskan the US suggests that the relationship
between income inequality and mortality is not jgatarly sensitive to the measure of
income used (Kawachi & Kennedy 1997). This stuayelp to determine whether

the same is true in South Africa for tuberculosis.

The Robin Hood index (R1, R2, etc) and the Ginifitccient (G1, G2, etc) were each

calculated at the MD-level across four populations:

1. The entire population of persons;

2. All households;

3. Persons in the expanded workforce;

4. Households in which someone in the expanded warkfogsided.
4.2.2.3.Mobility

A secondary reason for using the 1996 census wganerate a measure of the social
mobility of each community. For this purpose aiafale was created that measured the
proportion of all persons in the sample residehiwieach MD who had moved home

in the past five years.

" In general inequality theory four properties aesiced of measures of inequality (Dalton 1920):
- Dalton’s transfer principle: a transfer from eher to a poorer person should reduce inequality;
- Population principle: differences in populatigzesshould not affect inequality;
- Relative income principle: changes in absoluteine levels should not affect inequality;
- Anonymity principle: variation in who is rich ameho is poor should not affect inequality
While the Gini coefficient meets all these critetha@ Robin Hood index is insensitive to all tramsfe
within those persons above, or below, the meari.leve
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4.3.  Analytic Methodology®
4.3.1. Data weighting

The MRC developed sample weightings at the ind@idund household level for the
SADHS to account for the non-simple nature of tneay. In this analysis data were
weighted for the adult health survey at the indiraldevel, since this was the core
dataset. The survey weights were identical widaoh of the 18 strata (by province and

urban/rural locationy.
4.3.2. Descriptive statistics and bivariate analysis

The relevant variables from the household questimarof the SADHS and the census
were merged using the adult health questionnaiferto a single dataset. Data analysis
was conducted using Stata version 9.0 (StataCarlpege Station, TX). True
categorical data were described using proportiols9% percent confidence intervals
(Cls); those based on underlying continuous vaeglduintile measures) were
described using means and 95 percent Cls. Continuariables were reported using
means and 95 percent Cls or medians and interlgueatiges (IQR), adjusted for the
form of the underlying survey. Given the expecdtatihat some of the socio-economic
measures might be very highly correlated with am&tlaer, a preliminary examination

of potential multicollinearity was performed usiogrrelation coefficients?

The data were first described univariately in criaten and adjusted for the survey
design in the case of variables derived from th®B&. The SES measures derived
from the census were described crudely at the MBI land as characteristics of the
SADHS sample, weighted for the latter’s survey giesiBivariate relationships were
then explored between the two outcome measuresdeint and lifetime prevalent

tuberculosis — and each independent variable usgistic regression (which provide

® The 95% level of confidence was used throughghidy to evaluate statistical significance.

® The five rural and five urban strata of the East@ape health districts were merged since the sagpl
strategy used for each was identical.

19 Using a simple correlation coefficient is not daior inference in the presence of non-normally
distributed data, which much of this dataset wdewever, given the small differences seen betwkisn t
measure and a Spearman Rank coefficient in a fewcéeses, it was felt that this would provide sigint
guidance at this preliminary stage.
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odds ratios (OR)) and rate ratios. The geograpHistibution of tuberculosis cases

was explored.
4.3.3. Multilevel modelling

As mentioned in Section 3.2, in order to ascefianindependent impact of risk factors
acting at different levels of analysis, it is nesagy to jointly enter terms into a
regression equation (Snijders & Bosker 1999; BryR&idenbush 1992). In a standard
ordinary least squares regression an outcome itedds the result of various

dependent variables and a random error term:
Yi= Bo+BuXi +ei, & ~ N (009 (1)

where there are N observations (i=1,...,N), Y isdgbh&come, X is a matrix of K
(k=1,...,K) potentially explanatory variables and #veor term is normally distributed
with zero mean and constant variance. In the wd®ze each observation is a member
of a group, and some additional explanatory vagslelxist only at the group level, this
equation can be expanded to:

Yij = o+ BiXik + Bpsip *+&ij , gj ~ N (05%) (2)

where Z is a matrix of these P group level varialffe=1,...,P) and there are J groups
(=1,...,J). Here both individual and group effeetsst, but there is no allowance for the
fact that group membership of individual i may havweimpact on the way in which
explanatory variable Xaffects the outcome. If an individual's charaistiss are

believed to be in any way affected by the groupvbiich they are a member, then the
regression model used needs to take account of @nge method of doing this involves
modelling both levels jointly:

Yi= Boj+BiXik + & , & ~ N (0,04") (3.1)
Boj =Yoo *+ YokpZjp + Lo W~ N (0,01”) (3.2)
P = vko * YikpZip + Uj Wi~ N (05c") (3:3)

Here both the intercept terpg and the coefficient ternf are modelled as a

combination of a fixed component, a component eeléb group-level outcomes and a
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random component. Fitting these three equatiogether and multiplying out, a
multilevel, mixed-effects model can be reached:

Yii = Yoo+ vkoXik + YokpZip + YikpZipXijk + Woj + UjXijk + & (4)
In equation (4) there are two categories of effedtse first four, fixed effects are non-
stochastic in that they are directly predictabterfrthe explanatory variables. The last
three, random effects are stochastic as they depeiadrequency distribution. The
term w; allows for the intercept term in regression toyMay group while the term;Xij

allows for the slope coefficient term to vary bygp also. The terry; is the standard

random error term.

The multilevel, or hierarchical, linear model inuagjon (4) is a more flexible form of
the standard, single-level model in equation (ltherrestricted two-level model in
equation (2). By allowing for a more complex sture it is possible to take account of

effects that might otherwise be hidden.

The use of multilevel modelling in public healtheiselatively new phenomenon. It has,
however, flourished in the field of social epidetogy, since its methodology is
particularly appropriate to the study of the cohiexwhich the health of individuals is
formed, allowing the simultaneous analysis of imdiinal- and group-level risk factors,
including their interactions (Diez-Roux 2000). WHelsingle-level modelling the
multilevel offers the possibility of analysing whatoportion of the variation in health
outcomes is due to individual-level risk factorslavhat proportion to membership of a
given community (Merlo 2003). Two reviews of theewof multilevel studies in social
epidemiology, looking at the relationship betwe&853nd health outcomes have found
a number of studies with varying levels of theaa@tand empirical rigour (Pickett &
Pearl 2001; Subramanian & Kawchi 2004).

This study was an analysis of data at three leedltsying for clustering at a fourth
level. Individuals were modelled to be nested imithouseholds, which were then
nested within communities, represented by MDs.stéling arose from the stratified
nature of the primary data source, the SADHS, asri®ed in section 4.1, but was

simplified to the nine provinces since several Mibsss rural/urban boundaries. Given
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this complex data structure, the analysis was siieglby including only group-level
intercepts (b)) and the error ternzi) as random-effects in the modelling process.

4.3.4. Multivariate analysis

All multivariate models were run as three-level tirevel models as described above,
using the Generalised Linear Latent and Mixed MedélLLAMM) add-in for Stata
(Rabe-Hesketh et al. 2004), allowing for weightiagsgiven in the SADHS dataset. All
explanatory variables found to be associated witleedependent variable in bivariate
analyses were included in the multivariate analysik the exception of ever having

consumed alcohol, since it was very highly coredawith a CAGE score greater than 1.

A preliminary analysis was conducted using all I8ES variables. Thereafter SES
variables of rising aggregation (individual, housieh MD) were modelled, first in an
otherwise empty model, then adding all SES vargbfdower aggregation and finally
adding all non-SES variables. Given the high degfecorrelation between the various
MD-level SES measures these were not includedlyamtany model.

4.3.5. Model checking

Due to the complexity of the model form, some senplodel checks were not possible
in this analysis. The final model form was, howewhecked for multicollinearity
among the explanatory variables by inspection ofetation coefficients. Outlying and
potentially influential observations were plottettlaexamined to ensure that results
were not being driven by a small number of non&egntative observations. The

influence of each MD on the model was consideréagutie Cook’s Distance measure.

The variables in the final model were also modellsthg an alternate formulation,
where the third level of the model was the EA rathan the MD, allowing for
clustering to be applied as intended in the surlsgygrovince and urban/rural status,
rather than just by province as in the main analy3ihis was not used in the main
analysis because it had the disadvantage of nldimg the MD as a level in the model.
This technique yielded results that were similathtwse seen in the main analysis, and

thus for reasons of brevity only the main resulesesented below.
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5. Results

5.1. Descriptive Statistics

The initial dataset was composed of 13,826 obsemnat These comprised 18 strata and
966 clusters (EAs). 287 of the 345 MDs in the ¢ouwere represented within the

sample, with between three and 442 observationdper
5.1.1. Tuberculosis

In a crude analysis of the data there were 71 aadeberculosis reported as having
been diagnosed in the previous 12 months. Thisawate of 516 cases per 100,000
person-years of observation (PYO). Allowing foe gurvey design effect this rate fell
to 412 cases per 100,000 PYO (95% CI: 311-544)I€Tap Three hundred and eighty-
four individuals reported ever having been diagdosih tuberculosis. This was a rate
of 2788 cases per 100,000 persons surveyed. Altpfar the survey design effect this
rate fell to 2362 per 100,000 persons, (95% CI:82P509).

5.1.2. Biomedical, behavioural & social characteristics

The survey sample was distributed with decliniregjfrency across the range of 15 to 95
years old, with a median age of 35 (IQR: 23-51)mdst three-fifths of the sample
(59%) was female. These proportions were closatonal figures. Three-quarters of
the sample were identified as African, in line witle national population. Coloured

persons were intentionally over-, and White persorder-, sampled.

Almost five percent of those interviewed had workeda mine, of which two-thirds had
worked on a gold mine. Thirty-two of the 71 inardleases (49%) reported having
previously been diagnosed with the disease. Tweewgn percent of respondents had
ever smoked 100 or more cigarettes and 39% repbeteithg ever drunk alcohol. One
fifth of all respondents (48% of all persons whaghey had ever drunk alcohol) gave
two or more affirmative responses to the CAGE qaasaire. Ten percent of those
interviewed were dangerously underweight for theight, with a BMI of less than
18.5.
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Table 3: Descriptive Statistics for SADHS Variables

Crude Adjusted for survey design
% % 95% ClI
Diagnosed with tuberculosis in past year 0.52 0.410.31-0.54)
Diagnosed with tuberculosis ever 2.79 2.06 (2.361)
Age
15-29 years 39.0 39.1 (38.0-40.2)
30-44 years 26.7 275 (26.5-28.5)
45 years and over 34.3 33.4 (32.2-34.6)
Female 58.4 59.0 (58.0 - 60.0)
Race group
African 75.8 76.3 (73.9-78.5)
Coloured 12.9 105 (9.1-12.1)
White 8.0 9.7 (8.1-11.4)
Asian 3.4 36 (2.7-4.7)
Urban Residence 56.1 62.0 (60.6 - 63.3)
Worked for payment in past 12 months 33.7 35.6 23487.1)
Education level reached
No school year completed 13.8 124  (11.5-13.3)
Primary (1-5 years) 14.4 13.6 (12.8-14.5)
Secondary (6-11 years) 53.1 53.1 (51.8-54.5)
Secondary complete and above 18.6 209 (19.7-22.1)
Ever worked in a mine 4.94 420 (3.74-4.72)
Ever worked in a gold mine 3.30 2.72 (2.39-3.08)
Diagnosed with TB > 12 months ago 2.24 1.83 (1.814)
Ever smoked 100 cigarettes or more 26.7 26.1 (22P03)
Ever drunk alcohol 38.8 39.0 (37.7 - 40.3)
CAGE score of two or greater 18.5 171 (16.1-18.1
BMI below 18.5 9.68 8.51 (7.94-9.12)
Number of adults per bedroom (mean) 1.47 1.50 (1464)
Meals missed by household due to lack of funds
Never 47.8 514  (49.1-53.7)
Seldom 5.1 4.9 (4.2-5.8)
Sometimes 34.4 32.4 (30.5-34.4)
Often 12.7 11.3 (10.1 - 12.6)
Household asset score quintile
1 (poorest) 16.5 127  (11.4-14.2)
2 20.4 19.8 (18.1-21.7)
3 21.3 20.2 (18.6 - 21.9)
4 22.0 23.3 (21.2 - 25.6)
5 (richest) 19.8 23.9 (21.8 - 26.2)
Mobility of population in MD (mean} 26.5 27.3 (26.5 - 28.0)

Figures are percentages unless otherwise st&eldvant sample sizes given in Table 1.
& Taken from the 10% sample of the census.
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The median level of crowding within respondentsi$®s was 1.33 adults per bedroom
(IQR: 1-2), the mean 1.47. The households of bedfrof those questioned had gone
without meals due to a lack of funds, and of treds®ost a quarter had done so often.
Among those MDs included in the sample, an avech@6% of persons in the census
sample had moved home within the past five years.

5.1.3. Socio-economic status

Only one-third of those questioned had worked Byrpent in the past twelve months
(Table 3). One in seven (14%) respondents had letetono years of schooling, but the
great majority (73%) of the sample had completddaxt one year of secondary
schooling. The respondents to the questionnaire voa average, of higher asset-
owning class than the population as a whole. Aitfothe poorest and the richest
quintile were undersampled in a crude analysisy aftljusting for sampling method the
lowest two classes were underrepresented andhg psirticipation trend was seen

across the five quintiles.

A sizable proportion of persons in South Africa &anable to obtain employment
despite wanting it, and many individuals and hoos#hwere absolutely poor. Table 4
presents the median values of the 287 MD-level miasiens for each measure in the
left-hand columns, and the SAHDS-weighted meanesbf the 13,826 imputed
individual-level observations for each measuréhright-hand ones. The mean
proportion of persons earning less than R500 pettimio SADHS respondents’ MDs
was almost three-quarters, but this figure wasofaer for households. The mean
unemployment rate amongst those available for wa@® almost a quarter (24%), while

an average of almost two-fifths (38%) of househdldd no-one in employment.

Both the Robin Hood and Gini measures of incomquaéty had extremely high
average values. The average value of the Robim Huatex across MDs was 68.9%
when calculated across all persons, and 48.6% wéilenlated across all households.

" That is, 68.9% (or 48.6%) of all income in the Miist be taken from those deciles which each
accounted for more than 10% of total income inNti2, and redistributed to all other deciles, in aré
these two groups each have total income propottiortaeir population size after the redistribution
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More restrictive definitions of the eligible poptitm lowered these figures and the
trends were similar when the observations weredaseaveighted individuals in the
SADHS sample. The Gini coefficients measured etMiD level were higher than those
reported nationally in any country worldwide; altigihn direct comparisons should be
made with caution due to the imputed nature ofimewalues in this dataset (see section
4.2.2). The average Gini coefficient measuredseced persons was 87% and across all

households it was 68%. These figures fell as ligéoke population was restricted.

Table 4: Descriptive Statistics for Census-Based Gup-Level SES Measures

Magisterial Districts Weighted individuals
(n=287) (n=13,826)

Median (IQR) Mean (95% ClI)

Headcount ratio
P1: Persons <R500 per month 83.8 (71.8-90.3) 4.4 7(73.7-75.1)

P2: Households <R500 per adult-equivalent pantmo 16.5 (10.9-24.5) 17.3 (16.8-17.8)
Unemployment rate®

U1: Persons expanded rate 23.1 (17.4-27.9) 7 283.2-24.1)
U2: Households, no employment 35.4 (24.7-58.2) 38.4 (37.4-39.4)
Robin Hood index”
R1: All persons 68.9 (64.8-74.9) 67.9 (67.5-68.3)
R2: Persons in the expanded workforce 56.5 (46A7) 53.2 (52.7-53.7)
R3: All households 48.6 (45.0-52.1) 46.1 (45.7 - 46.5)
R4: Households with expanded workforce member .14843.9 - 52.3) 45.3 (45.0-45.7)
Gini coefficient ”
G1: All persons 87.1 (83.5-90.7) 84.9 (84.6-85.2)
G2: Persons in the expanded workforce 741 (683%4) 70.9 (70.5-71.3)
G3: All households 67.6 (63.9-71.3) 65.5 (65.1-65.8)
G4: Households with expanded workforce member .7 6662.5-71.2) 64.4 (64.0 - 64.8)

& Figures are the proportion of individuals in et falling into the categories shown.
® Figures are the value of the index/coefficientlascribed in section 4.2.2.2 above.

5.2. Bivariate Analysis
5.2.1. Geography

Incident and lifetime prevalent cases of tuberdslagre non-randomly distributed
geographically. At the lowest level, two houselsdh@d two incident cases of disease in

the past year; for lifetime prevalent tuberculdbere were 18 clusters of two cases
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within a single household and one cluster of thraethe MD level the number of
lifetime prevalent cases ranged from zero (n=189%, while incident tuberculosis

cases included one cluster of 11 cases, one ofedpb3 and five of 2.

Table 5: Weighted Tuberculosis Rates by GeographiStrata

Number of Incident TB
respondents per 100,000 PYO Lifetime prevalent TB
(n=13,771) Rate 95% ClI % 95% Cl
Western Cape
Urban 1006 397 (152-1040) 2.29 (1.50-3.48)
Rural 139 724 (105-5118) 6.48 (2.39-17.56)
Eastern Cape
Urban 1311 1,220 (675-2208) 4.35 (3.11-6.07)
Rural 2056 924 (616-1385) 5.45 (4.38-6.77)
Northern Cape
Urban 910 442 (167 -1140) 2.20 (1.29-3.75)
Rural 347 284 (0 -2051) 5.19 (3.06-8.77)
Free State
Urban 852 352 (115-1073) 1.64 (0.92-2.94)
Rural 342 586 (152-2233) 3.51 (1.82-6.75)
KwaZulu-Natal
Urban 1468 477 (210-1087) 1.98 (1.22-3.19)
Rural 571 525 (176 -1563) 3.33 (1.74-9.86)
North West
Urban 458 0 0.87 (0.22-3.43)
Rural 775 516 (111-2397) 1.55 (0.81-2.97)
Gauteng
Urban 1088 92 (13-651) 1.38 (0.86-2.21)
Rural 20 0 0
Mpumalanga
Urban 438 0 228 (1.24-4.20)
Rural 798 500 (197 -1271) 1.75 (0.96-3.20)
Limpopo
Urban 195 0 257 (1.07-6.17)
Rural 997 200 (51-791) 1.10 (0.66 -1.86)
Design-adjusted Pearson’s test for independence:
F (7.50, 7108.20) 1.33 (p=0.23)
F (8.96, 8494.23) 3.93 (p=0.001)

Table 5 displays a breakdown of tuberculosis rayethe eighteen strata of the dataset,
adjusted for the SADHS sampling methodology. Alitjo the numbers of cases per cell

were low in the column for incident tuberculosisddhus the confidence intervals are
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wide, the highest rates of reported disease apgp¢atee in the Eastern Cape where the
overall rate was over 1000 cases per 100,000 P@ther areas with high rates include
urban Northern Cape, rural Free State and KwaZwtalNand rural Western Cape,

although the sample size here was particularly lsmal

Lifetime prevalent tuberculosis was similarly geaqgnically patterned. The highest
rates of lifetime disease were found in the rurastérn Cape, Northern Cape, Free
State and KwaZulu-Natal, and throughout the Eastenpe. The lowest rates of disease
were found in Gauteng, North West province andldurapopo. The overall pattern of

lifetime disease did not appear to be randomlyibisted across the 18 strata (p<0.001).

Those living in rural locations were approximat®8£6 more likely both to have
incident or lifetime prevalent tuberculosis, altgbuhis was only significant in the latter
case (p=0.009).

5.2.2. Biomedical, social & behavioural characteristics

No statistically significant relationships betwesge, sex and incident tuberculosis were
seen (Table 6). Relative to the reference categaoynen aged under 30, women aged
30 to 44 years old were least likely to have inotdeberculosis (184 per 100,000 PYO)
while men aged 30 to 44 were most likely to havenbecently diagnosed (829 per
100,000 PYO).

Due to differential time at risk for disease, iptetation of the relationships between
age, sex and lifetime prevalent tuberculosis iBadit. Relative to women aged under
30, women aged over 45 and men aged over 30 wetatggtically significantly higher
risk of having ever had tuberculosis. Relativevtomen of the same age, men aged 30
to 45 (OR: 2.13; 95% CI: 1.38-3.28) and aged 0%f@R: 1.85; 95% CI: 1.32-2.60)

were more likely to have had tuberculosis.

African and Coloured respondents appeared to kessd risk of tuberculosis,
compared to White and Asian individuals. Africardaoloured persons had a similar
risk of having incident tuberculosis (468 and 480 00,000 respectively) while that
for Asians was far lower (203 per 100,000) and riaté/persons reported having been

diagnosed in the past year.
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Table 6: Bivariate Relationships between Non-SES Viables and Tuberculosis

Incident TB Lifetime Prevalent TB
Odds Ratio 95% ClI Odds Ratio 95% CI
Female
15-29 years 1 (reference) 1 (reference)
30-44 years 0.46 (0.15-1.40) 1.45 (0.89 - 2.36)
45 years and over 1.17 (0.53-2.58) 1.95 (1.27-2.97)
Male
15-29 years 0.86 (0.34-2.22) 0.61 (0.33-1.13)
30-44 years 2.08 (0.91-4.76) 3.07 (1.92-4.92)
45 years and over 0.90 (0.38-2.14) 3.61 (2.30-5.66)
Race group
African 1 (reference) 1 (reference)
Coloured 0.98 (0.42-2.30) 1.64 (1.15-2.32)
Asian 0.43 (0.16-1.39) 0.47 (0.06 - 3.06)
White 0 0.45 (0.21-0.93)
Urban residence 0.66 (0.37-1.15) 0.69 (0.521)0.9
Worked for payment in past 12 months 0.57 (0.339D 0.65 (0.50-0.84)
Education level reached
No school year completed 1 (reference) 1 (reference)
Primary (1-5 years) 2.14 (1.00-4.61) 1.09 (0.79-1.51)
Secondary (6-11 years) 0.91 (0.45-1.83) 0.54 (0.40-0.72)
Secondary complete and above 0.29 (0.08 - 1.03) 0.25 (0.15-0.43)
Ever worked in a mine
No 1 (reference) 1 (reference)
Yes, non-gold mine 0 1.45 (0.55-3.84)
Yes, gold mine 2.39 (0.94-6.08) 2.71 (1.80-4.10)
Diagnosed with TB > 12 months ago 46.0 (26.1-B81.1
Ever smoked 100 cigarettes 2.28 (1.31-3.97) 2.8686 - 2.99)
Ever drunk alcohol 1.69 (0.98 - 2.88) 2.45 (1.8917)
CAGE score of two or greater 290 (1.64-5.12) 23.42.69 - 4.36)
BMI below 18.5 454 (2.55-8.09) 3.16 (2.37-9.20
Adults per bedroom 1.25 (1.03-1.53) 1.05 (0.239)
Meals missed due to lack of funds
Never 1 (reference) 1 (reference)
Seldom 3.63 (1.05-12.54) 1.62 (0.80-3.24)
Sometimes 2.05 (1.10-3.80) 2.23 (1.66-3.01)
Often 292 (1.34-6.35) 2.42 (1.68-3.49)
Household asset score quintiles
1 (poorest) 1.77 (0.83-3.76) 2.28 (1.58-3.31)
2 0.91 (0.42-1.97) 1.40 (0.89-2.20)
3 1 (reference) 1 (reference)
4 0.79 (0.34-1.85) 1.16 (0.77-1.72)
5 (richest) 0.14 (0.03-0.65) 0.65 (0.40-1.05)
Mobility within Magisterial District 0.36 (0.04 —27) 0.34 (0.13-0.91)
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When White and Asian persons were combined infagescategory, to raise the
discriminatory power of the analysis, their riskhaiving incident tuberculosis was one-
ninth that of Africans (OR: 0.12, p=0.034). Thdyodifference between incident and
lifetime prevalent tuberculosis risk was that Cozlipersons were significantly more
likely to have ever been diagnosed with tubercsltisan African persons (p=0.006),
despite having similar median sample ages (Colo@@gdAfrican: 34).

Those who had ever worked on a gold mine had adeanttuberculosis rate of 940 per
100,000 PYO compared to 396 per 100,000 PYO amurgetwho had never worked

on a mine; the difference was not statisticallyngigant. This ratio was slightly higher
for lifetime prevalent tuberculosis and was stad#ly significant (p<0.001). A past
history of tuberculosis was an extremely strongljater of incident tuberculosis; the

rate of incident tuberculosis among those who regloa previous episode was 9,814 per
100,000 PYO compared to 234 per 100,000 PYO fordbeof the sample.

Ever having smoked 100 cigarettes, or having exanldalcohol, were both
significantly associated with reporting incidentldifetime prevalent tuberculosis. A
stronger predictor of both outcomes than having duenk alcohol was giving two or
more positive responses on to the CAGE questioandersons with a BMI of less than
18.5 were almost five times as likely to have iecitdtuberculosis as the rest of the

sample, and more than three times as likely to hitateane prevalent tuberculosis.

A one-person increase in the number of adults pdrdmm was significantly associated
with a 25% rise in risk of incident tuberculosis(Qp028) in the bivariate analysis, but
was not significantly associated with lifetime patant disease (p=0.46).

Compared to those who had never had to miss nedhtgher persons were at
significantly raised risk of having incident tubelasis and all bar those who ‘seldom’
had to miss meals were significantly more likelyhtove ever had tuberculosis. There
was a trend across the four categories for bottonues (p<0.001). Collapsing the
variable into a binary measure of having ever loaghiss meals gave a significant
predictor of both incident (OR: 2.41, p=0.004) difetime prevalent (OR: 2.21,
p<0.001) disease.
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A higher degree of mobility within the MD in whi@n SADHS respondent was living
was associated with an increased risk of eithezamaé. In the case of incident
tuberculosis this was not significant (p=0.28), iouthe case of lifetime prevalent

disease it was (p=0.032).
5.2.3. Individual- and household-level SES

Recent employment was significantly associated wattuced levels of both incident
(p=0.046) and lifetime prevalent (p=0.001) tubeosig (Table 6).

Incident tuberculosis was positively associatedh\weéving one to five years of
schooling and inversely associated with having ntioaa five years of schooling. A
non-parametric test for trend across the four slithgeategories was negative and
significant (p<0.001). The same pattern was seehfétime prevalent tuberculosis,
except that primary schooling was not significamstgociated with disease and the

negative trend was stronger (p<0.001).

Based on the asset index, the wealthiest quintiledividuals significantly less likely to
have experienced incident tuberculosis (p=0.018)tha poorest quintile significantly
more likely to have experienced lifetime prevalerterculosis (p<0.001), compared to
the third quintile. The differences between thedfe three quintiles were not
significant for either outcome. There was an oNeegative trend across wealth for
both outcomes (p<0.001).

5.2.4. Magisterial district-level absolute poverty and oamgoyment

In bivariate analyses both measures of MD-levetlbeant poverty were positively
associated with tuberculosis disease (Table 7}.irfeadent tuberculosis the individual-
based measure was most strongly associated, WiiBtancrease in the MD measure of
this being associated with a 26.6% increased fisksease (p=0.049). For lifetime
prevalent tuberculosis individual-based poverty again significantly associated with
the outcome, but household-based poverty was asmceted, with a 10% increase in

mean MD poverty being associated with a 19.7%insesk of tuberculosis (p=0.003).

The unemployment rate of the MD in which a respomdes resident was inversely,

but not significantly, associated with incident difekime prevalent tuberculosis. The
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proportion of households with no working member Weasvever, positively associated

with both outcomes, significantly in the case tdtime prevalent disease. A 10% rise

in the proportion of households in an MD withouteanployed member was associated

with a 9.5% rise in risk of incident tuberculosis & resident of that MD.

Table 7: Bivariate Relationships between Tuberculas and SES Variables

Incident TB Lifetime prevalent TB
Odds Odds
Ratio 95% Cl Ratio 95% Cl
Headcount ratio
P1: Persons <R500 per month 1.26 (1.00 - 1.58) 1.17 (1.06 - 1.30)
P2: Households <R500 per adult-equivalent partmo  1.16 (0.87 - 1.56) 1.20 (1.05-1.37)
Unemployment rate
U1l: Persons expanded rate 0.90 (0.58 - 1.39) 0.96 (0.79-1.17)
U2: Households, no employment 1.09 (0.98 - 1.23) 1.09 (1.03-1.15)
Robin Hood index
R1: All persons 1.12 (0.76 - 1.66) 1.23 (10 - 1.51)
R2: Persons in the expanded workforce 1.22 (0.93-1.61) 1.19 (1.04 - 1.36)
R3: All households 1.32 (0.78 - 2.23) 1.60 (1.23 - 2.09)
R4: Households with expanded workforce member 1.43 (0.90 - 2.25) 1.60 (1.27 - 2.04)
Gini coefficient
G1: All persons 1.44 (0.85-2.43) 1.42 (1.10-1.83)
G2: Persons in the expanded workforce 1.37 (0.97 -1.92) 1.29 (1.09 - 1.53)
G3: All households 1.37 (0.86 - 2.17) 1.50 (1.17-1.91)
G4: Households with expanded workforce member 401. (0.91-2.16) 1.47 (1.18 - 1.83)

Odds ratios are for a 10% change in the relevafst &ffiable.

5.2.5. Magisterial district-level relative poverty

All measures of the Robin Hood index were positivbut not significantly, associated

with incident tuberculosis. The Robin Hood indicasculated across individuals had a

similar level of association with lifetime prevaténberculosis as they did with incident

disease, but were more significant. For exampleencalculated from all persons (R1),

a 10% increase in the index was associated with @2rise in risk of lifetime incident

tuberculosis.

The Robin Hood indices calculated across houselvedals very much more strongly

associated with lifetime tuberculosis than wereséhoalculated across individuals, with

a 10% rise in either index being associated wit.&% rise in risk of tuberculosis.
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All four Gini coefficients were positively assoaadtwith both incident and lifetime
prevalent tuberculosis; although only the lifetiprevalent associations were
significant, the point estimates of the measuregweoadly similar for both sets of
associations. For example, for the broadest defin{G1), a 10% rise in the Gini
coefficient in an MD was associated with a 43.68& in risk of incident tuberculosis
and 41.6% rise in risk of lifetime prevalent diseas

5.3. Multivariate Models

The initial SADHS dataset of 13,826 was reduced balanced panel of 13,043 for
multivariate analyses in order to allow for consmgtcomparison between regressions.
This excluded two incident and 15 prevalent caséshb®rculosis. Based on exploratory
analysis and theorlf,and in an effort to simplify to the analysis, helisld-based, MD-
level measures of SES are reported in preferenceltadual-based ones. Results
using individual-based measures were not qualébtigifferent.

5.3.1. Non-SES risk factors

Most of the relationships seen in the multivariatedel of non-SES variables and
tuberculosis reflected those seen in the bivarisgeessions (Table 85. In several
cases the size of the point estimate fell, an@mescases associations were no longer
statistically significant. Specifically, race cgtey, history of working in a gold mine,
rural residence and MD-level mobility ceased tgletictive of lifetime prevalent

disease, while missing meals ceased to be prediofiincident tuberculosis.

Consistent non-SES predictors of tuberculosis wareking, a CAGE score >1 and a
low BMI. Additionally being African or Colouredpmpared to being White or Asian,
or being male were predictive of incident diseasel being older or having missed

meals due to lack of funds were statistically digant predictors of lifetime prevalent

disease.

12 A household is often described as a group of menplo share resources, those who ‘eat from the same
pot’. If this assumption holds, then differencesncome between households should be more directly
related to outcomes of any kind than differencews/ben individuals.

13 Four variables — ever worked in gold mine, urbesidence, number of adults per bedroom and
proportion of MD moved in past 5 years — were ngaificantly associated with tuberculosis in any
regressions in section 5.3, but were retained dampieteness. They are not shown to simplify théeta
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Table 8: Multivariate Relationships between Non-SEariables and Tuberculosis

Dependent Variable Incident Lifetime Prevalent
Age 1.00 1.03
(0.98 - 1.03) (1.01-1.04)
Male 0.64 1.05
(0.42 - 0.98) (0.79 - 1.39)
Coloured vs. African 0.81 1.82
(0.19 - 3.46) (0.66 - 5.02)
White/Asian vs. African 0.14 0.68
(0.05-0.38) (0.25-1.82)
Ever worked in gold mine 1.52 1.32
(0.41 -5.70) (0.83-2.10)
Ever smoked 100 cigarettes or more 2.29 1.65
(1.20 - 4.34) (1.04 - 2.60)
CAGE score greater than 1 2.01 251
(1.22 - 3.33) (1.88 - 3.35)
BMI under 18.5 4.28 3.03
(1.82 - 10.04) (2.06 - 4.46)
Urban Residence 0.68 0.83
(0.27 - 1.74) (0.59-1.19)
Adults per bedroom 1.17 1.00
(0.85-1.60) (0.85-1.16)
Missed meals due to lack of funds 1.66 2.09
(0.72 - 3.83) (1.11 - 3.92)
Proportion of MD moved in past 5 yrs 1.36 0.62
(0.11-17.42) (0.16 - 2.48)

Each relationship in this table is adjusted foro#iler variables shown, and also for:
Ever worked in gold mine; Urban Residence; Aduéis lpedroom; Proportion of
MD moved in past 5 years. 95% Cls shown in paesgh.

5.3.2. Individual and household SES risk factors

Individual measures of SES that were predictotsiloérculosis at the bivariate level
generally remained predictors when included in maittate regressions (Table 9). An
additional year of education was associated withE¥ reduction in the risk of incident
and lifetime prevalent disease, while having workethe past twelve months was

associated with a 22-28% lower risk These point estimates were stable in the case of

4 As noted in section 3.4, reverse causality mayelerole to play in the result for incident tubdosis,
but such fears may be assuaged by the similarity the relationship for lifetime prevalent diseasbere
such causality is only possible in the minoritylififtime prevalent cases that were diagnosed ieaa gf
the survey.
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employment, attenuating by approximately 50% indhage of education, when non-SES

measures from Table 8 were added to model. Alth@ayeral of these variables were

not statistically significant for incident tuberosis, the values of the odds ratios were in

both cases similar to the, significant, valuedifetime prevalent tuberculosis.

The household-level asset score in quintiles wasrgely associated with tuberculosis

disease (Table 10). Being in the lowest assetitpiimas (non-significantly) associated

with a 48% increased risk of incident disease ingdab the middle quintile and being in

the highest asset quintile was significantly assed with a 75% reduced risk of

incident disease, even after adjusting for indialdevel SES and non-SES covariates

(column 3).

Table 9: Multivariate Relationships between Individual-Level SES and

Tuberculosis

Dependent Variable Incident TB Lifetime Prevale® T
Column number 1 2 3 4
Years of Education 0.89 0.94 0.886 0.96
(0.84 - 0.95) (0.88 - 1.01) (0.864 - 0.908) (0.9899)
Worked in last 12 months 0.72 0.73 0.781 0.72
(0.44 - 1.18) (0.47 - 1.12) (0.631 - 0.967) (0.5298)
Age 1.00 1.02
(0.96 - 1.03) (1.01-1.03)
Male 0.69 1.11
(0.46 - 1.02) (0.84 -1.47)
Coloured vs. African 0.85 1.90
(0.20 - 3.56) (0.70-5.15)
White/Asian vs. African 0.19 0.84
(0.06 - 0.56) (0.32-2.22)
Ever smoked 100 cigarettes or more 2.26 1.66
(1.20 - 4.24) (1.03 - 2.66)
CAGE score greater than 1 2.00 2.52
(1.26 - 3.19) (1.867 - 3.40)
BMI under 18.5 3.99 2.85
(1.72 - 9.24) (1.92 - 4.22)
Missed meals due to lack of funds 1.52 1.93
(0.66 - 3.48) (2.00 - 3.74)

Columns 2 and 4 are also for adjusted for: Evelketbiin gold mine; Urban Residence; Adults per bedrpo
Proportion of MD moved in past 5 years. 95% Clsvahin parentheses.
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Regressions for lifetime prevalent tuberculosisegsimilar results for the lowest asset
quintile, being significantly associated with a 6¥éreased risk of disease. Being in
the highest asset quintile was, however, only weaktociated with this outcome. In all
cases the odds ratios became closer to the nutithggpis of no effect as more

explanatory variables were added to the models.

Table 10: Multivariate Relationships between Housetld-Level SES and

Tuberculosis

Dependent Variable Incident TB
Column number 1 2 3
Asset score quintile 1 (poorest) 2.04 1.71 1.52
(0.94 - 4.40) (0.84 - 3.47) (0.89 - 2.60)
Asset score quintile 2 1.00 0.94 0.85
(0.43 - 2.30) (0.41-2.13) (0.42-1.72)
Asset score quintile 3 1 1 1
(reference) (reference) (reference)
Asset score quintile 4 0.70 0.76 0.70
(0.41-1.18) (0.44 - 1.30) (0.36 - 1.39)
Asset score quintile 5 (richest) 0.14 0.17 0.25
(0.04 -0.44) (0.06 - 0.54) (0.12-0.52)
Years of education 0.93 0.96
(0.89 - 0.98) (0.90 - 1.01)
Worked in last 12 months 0.84 0.73
(0.51-1.37) (0.47 - 1.15)
Age 1.00
(0.97 - 1.03)
Male 0.70
(0.47 - 1.04)
Coloured vs. African 1.10
(0.22 - 5.40)
White/Asian vs. African 0.41
(0.12-1.41)
Ever smoked 100 cigarettes or more 2.18
(1.18 - 4.03)
CAGE score greater than 1 1.96
(1.21-3.16)
BMI under 18.5 3.94
(1.68 - 9.212)
Missed meals due to lack of funds 1.23
(0.59 - 2.60)

Column 3 is also for adjusted for: Ever worked a@tdgmine; Urban Residence; Adults per
bedroom; Proportion of MD moved in past 5 years%3CIs shown in parentheses.
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Dependent Variable

Lifetime Prevalent TB

Column number 4 5 6
Asset score quintile 1 (poorest) 2.40 1.84 1.67
(1.45 - 3.97) (1.11 - 3.07) (1.11- 2.53)
Asset score quintile 2 1.29 1.18 1.03
(0.92 - 1.80) (0.84 - 1.65) (0.73- 1.45)
Asset score quintile 3 1 1 1
(reference) (reference) (reference)
Asset score quintile 4 1.04 1.18 0.93
(0.55 - 1.98) (0.63 - 2.223) (0.56 - 1.53)
Asset score quintile 5 (richest) 0.57 0.83 0.81
(0.28 - 1.18) (0.40-1.74) (0.48 - 1.38)
Years of education 0.90 0.97
(0.88 - 0.92) (0.93 - 1.00)
Worked in last 12 months 0.82 0.72
(0.66 - 1.01) (0.53- 0.99)
Age 1.02
(1.01- 1.04)
Male 1.13
(0.86- 1.49)
Coloured vs. African 2.05
(0.77-5.46)
White/Asian vs. African 0.93
(0.32 - 2.67)
Ever smoked 100 cigarettes or more 1.63
(1.02 - 2.58)
CAGE score greater than 1 2.52
(1.86 - 3.41)
BMI under 18.5 2.84
(1.91-4.22)
Missed meals due to lack of funds 1.76
(0.93-3.33)

Column 6 is also for adjusted for: Ever worked @tdgmine; Urban Residence; Adults per
bedroom; Proportion of MD moved in past 5 years%3CIs shown in parentheses.

The addition of the asset score to the model adtexathe point estimates of individual

education and employment very slightly and hatélgffect on most non-SES

covariates. The asset score did, however, attenbatpoint estimates on White/Asian

by around half compared to their values in Table 8.
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Income Poverty and Tuberculosis

Dependent Variable Incident TB
Column 1 2 3
Household headcount quintile 1 1.33 0.74 0.99
(poorest) (0.60 - 2.96) (0.28 - 1.95) (0.47 - 2.06)
Household headcount quintile 2 0.59 0.48 0.50
(0.16 - 2.16) (0.09 - 2.68) (0.16 - 1.58)
Household headcount quintile 3 1 1 1
(reference) (reference) (reference)
Household headcount quintile 4 0.41 0.58 0.49
(0.17 - 0.99) (0.15 - 2.23) (0.15 - 1.58)
Household headcount quintile 5 0.83 1.70 1.48
(richest) (0.33-2.04) (0.30-9.54) (0.40 - 5.45)
Asset score quintile 1 (poorest) 1.77 1.39
(0.81 - 3.85) (0.72 - 2.69)
Asset score quintile 2 0.96 0.84
(0.41-2.24) (0.41-1.72)
Asset score quintile 3 1 1
(reference) (reference)
Asset score quintile 4 0.65 0.68
(0.35-1.20) (0.35-1.32)
Asset score quintile 5 (richest) 0.13 0.23
(0.06 - 0.28) (0.13-0.42)
Years of education 0.93 0.96
(0.88 - 0.98) (0.90 - 1.01)
Worked in last 12 months 0.79 0.74
(0.46 - 1.37) (0.44 - 1.24)
Age 1.00
(0.97 - 1.03)
Male 0.70
(0.47 - 1.04)
Coloured vs. African 0.81
(0.26 - 2.52)
White/Asian vs. African 0.37
(0.12 - 1.20)
Ever smoked 100 cigarettes or more 2.19
(1.18 - 4.05)
CAGE score greater than 1 1.99
(1.23-3.21)
BMI under 18.5 412
(1.78 - 9.54)
Missed meals due to lack of funds 1.28
(0.59 -2.74)

Column 3 is also for adjusted for: Ever worked @hdgmine; Urban Residence; Adults per

Table 11: Multivariate Relationships between Housetld-Based, MD-Level Headcount
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bedroom; Proportion of MD moved in past 5 years%3CIs shown in parentheses.

Dependent Variable

Lifetime Prevalent TB

Column 4 5 6
Household headcount quintile 1 1.59 0.88 1.11
(poorest) (0.79-3.21) (0.53-1.44) (0.68 - 1.82)
Household headcount quintile 2 0.94 0.71 0.83
(0.53 - 1.66) (0.38 - 1.30) (0.49 - 1.39)
Household headcount quintile 3 1 1 1
(reference) (reference) (reference)
Household headcount quintile 4 0.85 0.92 0.89
(0.63 - 1.15) (0.67 - 1.26) (0.63-1.27)
Household headcount quintile 5 1.20 1.48 1.13
(richest) (0.58 - 2.49) (0.72 - 3.02) (0.71-1.79)
Asset score quintile 1 (poorest) 1.92 1.62
(1.17 - 3.16) (1.06 - 2.47)
Asset score quintile 2 1.20 1.02
(0.87 - 1.66) (0.73- 1.44)
Asset score quintile 3 1 1
(reference) (reference)
Asset score quintile 4 1.09 0.92
(0.62 - 1.90) (0.56 - 1.51)
Asset score quintile 5 (richest) 0.73 0.79
(0.40 - 1.32) (0.47 - 1.34)
Years of education 0.90 0.97
(0.88-0.93) (0.93 - 1.00)
Worked in last 12 months 0.80 0.72
(0.63-1.01) (0.52 - 1.00)
Age 1.02
(1.01- 1.03)
Male 1.13
(0.86 - 1.49)
Coloured vs. African 1.92
(0.72 - 5.09)
White/Asian vs. African 0.92
(0.31-2.70)
Ever smoked 100 cigarettes or more 1.62
(1.02- 2.59)
CAGE score greater than 1 2.53
(1.86 - 3.43)
BMI under 18.5 2.87
(1.96- 4.22)
Missed meals due to lack of funds 1.75
(0.93-3.31)

Column 6 is also for adjusted for: Ever worked ahdgmine; Urban Residence; Adults per
bedroom; Proportion of MD moved in past 5 years%3Cls shown in parentheses.
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Table 12: Multivariate Relationships between Housetld-Based, MD-Level

Unemployment Rate and Tuberculosis

Dependent Variable Incident TB
Column 1 2 3
Household unemployment quintile 1 0.94 0.52 0.89
(highest) (0.48 - 1.83) (0.25-1.09) (0.44 - 1.82)
Household unemployment quintile 2 0.48 0.34 0.49
(0.18 - 1.28) (0.12-1.01) (0.20 - 1.24)
Household unemployment quintile 3 1 1 1
(reference) (reference) (reference)
Household unemployment quintile 4 0.35 0.47 0.51
(0.10- 1.22) (0.12 - 1.80) (0.14 - 1.89)
Household unemployment quintile 5 0.461 0.83 0.83
(lowest) (0.22 - 0.96) (0.31-2.22) (0.34-1.99)
Asset score quintile 1 (poorest) 1.95 1.53
(0.95 - 3.98) (0.83-2.83)
Asset score quintile 2 1.00 0.88
(0.45 - 2.24) (0.43-1.78)
Asset score quintile 3 1 1
(reference) (reference)
Asset score quintile 4 0.73 0.71
(0.34 - 1.56) (0.34-1.48)
Asset score quintile 5 (richest) 0.16 0.25
(0.06 - 0.43) (0.12 - 0.54)
Years of education 0.93 0.96
(0.89 - 0.98) (0.90 - 1.02)
Worked in last 12 months 0.80 0.74
(0.50 - 1.30) (0.46 - 1.20)
Age 1.00
(0.97 - 1.03)
Male 0.71
(0.48 - 1.03)
Coloured vs. African 1.08
(0.22 - 5.33)
White/Asian vs. African 0.42
(0.12 - 1.54)
Ever smoked 100 cigarettes or more 2.17
(1.19 - 3.94)
CAGE score greater than 1 1.91
(1.19 - 3.08)
BMI under 18.5 3.88
(1.67 - 9.03)
Missed meals due to lack of funds 1.24
(0.60 - 2.58)

Column 3 is also for adjusted for: Ever worked a@tdgmine; Urban Residence; Adults per
bedroom; Proportion of MD moved in past 5 years%3CIs shown in parentheses.
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Dependent Variable Lifetime Prevalent TB

Column 4 5 6
Household unemployment quintile 1 0.96 0.75 1.22
(highest) (0.41 - 2.26) (0.39 - 1.45) (0.52 - 2.84)
Household unemployment quintile 2 0.71 0.70 0.99
(0.39-1.28) (0.41 - 1.20) (0.56 - 1.77)
Household unemployment quintile 3 1 1 1
(reference) (reference) (reference)
Household unemployment quintile 4 0.40 0.58 0.57
(0.20-0.83) (0.31-1.07) (0.34 - 0.96)
Household unemployment quintile 5 0.63 1.00 0.95
(lowest) (0.28 - 1.39) (0.53-1.89) (0.66 - 1.38)
Asset score quintile 1 1.94 1.64
(1.18 - 3.21) (2.07 - 2.52)
Asset score quintile 2 1.21 1.03
(0.87 - 1.70) (0.73 - 1.46)
Asset score quintile 3 1 1
(reference) (reference)
Asset score quintile 4 1.17 0.94
(0.66 - 2.07) (0.57 - 1.54)
Asset score quintile 5 0.81 0.79
(0.43 - 1.54) (0.46 - 1.37)
Years of Education 0.90 0.97
(0.88 - 0.93) (0.93 - 1.00)
Worked in last 12 months 0.81 0.73
(0.66 - 1.00) (0.53-1.01)
Age 1.02
(1.01-1.03)
Male 1.14
(0.87 - 1.49)
Coloured vs. African 2.09
(0.80 - 5.48)
White/Asian vs. African 0.96
(0.33-2.76)
Ever smoked 100 cigarettes or more 1.64
(1.04 - 2.58)
CAGE score greater than 1 251
(1.867 - 3.36)
BMI under 18.5 2.84
(1.92 - 4.22)
Missed meals due to lack of funds 1.75
(0.91-3.37)

Column 6 is also for adjusted for: Ever worked ahdgmine; Urban Residence; Adults per
bedroom; Proportion of MD moved in past 5 years%3CIs shown in parentheses.
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5.3.3. Magisterial district income poverty and employmstiatus

Regressions containing quintile measures of houddfased, MD-level headcount
poverty rates (P2) suggested no significant refatigp between headcount poverty and
tuberculosis illness, particularly after takingettiactors into account (Table 11).
Furthermore, the inclusion of MD-level measuresatumns 3 and 6 changed other
point estimates little compared to the equivalenires in Table 10.

Regressions containing quintile measures of MDilavesehold unemployment rates
(U2) found little association between MD-level un@ayment rates and tuberculosis
disease, although quintile 4 did appear to be sdmaeprotective, particularly against
lifetime prevalent tuberculosis (Table 12). Thelusion of MD-level unemployment
also did not alter the relationship between tublesis and any of the existing
explanatory variables, including individual-levelamployment.

5.3.4. Magisterial district income inequality

A clear relationship between higher income ineduand tuberculosis disease was seen
in regressions containing quintile measures of Mizl, household-based values of the
Robin Hood index (R3) (Table 13). Lifetime prevaléuberculosis was significantly
positively associated with living in MDs with a RolHood index score in quintiles 1 or
2, relative to those in quintile 3, after adjusting other variables. The reported odds
ratios for these quintiles in regressions for ieaidtuberculosis were even higher, but
not statistically significant.

The relationships reported for regressions comtgiquintile measures of MD-level,
household-based values of the Gini coefficient (B&8)e similar to those found for the
Robin Hood index (Table 14): those living in MDsquintiles 1 and 2 again had a
raised adjusted risk of tuberculosis, relativehimse living in quintile 3. This
relationship was statistically significant in these of lifetime prevalent disease.

Living in MDs in quintile 5, and to a certain extequintile 4, for both income inequality
measures put an individual at increased risk foetculosis, relative to living in quintile
3, although this was at no time statistically sfigant. The inclusion of income
inequality measures had little impact on other pestimates in the model. The
strongest effect was that of the Robin Hood indexasset score quintile 1, shifting the
point estimate from 1.67 to 1.60, a value that ieetasignificantly greater than the null
of no relationship.
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Inequality (Robin Hood index) and Tuberculosis

Table 13: Multivariate Relationships between Housebld-Based, MD-Level Income

Dependent Variable Incident TB
Column 1 2 3
Household Robin Hood quintile 1 2.59 1.69 2.16
(most unequal) (0.98 - 6.80) (0.65 - 4.37) (0.B8251)
Household Robin Hood quintile 2 2.07 1.68 1.96
(0.37 -10.81) (0.34 - 8.25) (0.39-9.91)
Household Robin Hood quintile 3 1 1 1
(reference) (reference) (reference)
Household Robin Hood quintile 4 1.30 1.42 1.68
(0.54 - 3.16) (0.56 - 3.55) (0.69 -4.11)
Household Robin Hood quintile 5 1.56 2.86 2.97
(least unequal) (0.47 - 5.18) (0.82 - 10.09) (0.88.34)
Asset score quintile 1 (poorest) 1.85 1.57
(0.80 - 4.25) (0.86 - 2.87)
Asset score quintile 2 0.97 0.87
(0.42 - 2.24) (0.43-1.74)
Asset score quintile 3 1 1
(reference) (reference)
Asset score quintile 4 0.68 0.68
(0.39-1.18) (0.35-1.32)
Asset score quintile 5 (richest) 0.15 0.23
(0.06 - 0.34) (0.12 - 0.45)
Years of Education 0.93 0.96
(0.88 - 0.98) (0.90 - 1.02)
Worked in last 12 months 0.81 0.73
(0.48 - 1.37) (0.44 -1.18)
Age 1.00
(0.97 - 1.03)
Male 0.695
(0.48 - 1.02)
Coloured vs. African 1.01
(0.27 - 3.84)
White/Asian vs. African 0.40
(0.13-1.21)
Ever smoked 100 cigarettes or more 2.20
(1.19 - 4.06)
CAGE score greater than 1 1.98
(1.21-3.25)
BMI under 18.5 4.02
(1.75-9.23)
Missed meals due to lack of funds 1.27
(0.58 - 2.76)

Column 3 is also for adjusted for: Ever worked ahdgmine; Urban Residence; Adults per
bedroom; Proportion of MD moved in past 5 years%%CIs shown in parentheses.




Dependent Variable

Lifetime Prevalent TB

Column 4 5 6
Household Robin Hood quintile 1 1.92 1.46 1.69
(most unequal) (1.14 - 3.24) (0.99 - 2.13) (1.2529)
Household Robin Hood quintile 2 1.39 1.27 1.49
(0.82-2.35) (0.83-1.94) (1.03-2.15)
Household Robin Hood quintile 3 1 1 1
(reference) (reference) (reference)
Household Robin Hood quintile 4 0.75 0.87 0.86
(0.48 - 1.18) (0.54 - 1.40) (0.57-1.29)
Household Robin Hood quintile 5 0.90 1.19 1.14
(least unequal) (0.46 - 1.78) (0.64 - 2.23) (0.858)
Asset score quintile 1 (poorest) 1.76 1.60
(1.06 - 2.91) (1.06 - 2.42)
Asset score quintile 2 1.16 1.02
(0.83-1.63) (0.72 - 1.46)
Asset score quintile 3 1 1
(reference) (reference)
Asset score quintile 4 1.22 0.96
(0.69 - 2.16) (0.59 - 1.56)
Asset score quintile 5 (richest) 0.84 0.83
(0.45 - 1.58) (0.50 - 1.36)
Years of Education 0.90 0.97
(0.88 - 0.93) (0.93 - 1.00)
Worked in last 12 months 0.82 0.73
(0.66 - 1.03) (0.53 - 1.00)
Age 1.02
(1.01-1.03)
Male 1.15
(0.87-1.51)
Coloured vs. African 2.08
(0.77 — 5.65)
White/Asian vs. African 0.94
(0.33 - 2.66)
Ever smoked 100 cigarettes or more 1.63
(1.03 - 2.59)
CAGE score greater than 1 2.53
(1.87-3.42)
BMI under 18.5 2.85
(1.93 - 4.20)
Missed meals due to lack of funds 1.77
(0.93 - 3.35)

Column 6 is also for adjusted for: Ever worked ahdgmine; Urban Residence; Adults per
bedroom; Proportion of MD moved in past 5 years%%CIs shown in parentheses.
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Inequality (Gini Coefficient) and Tuberculosis

Table 14: Multivariate Relationships between Housebld-Based, MD-Level Income

Dependent Variable Incident TB
Column 1 2 3
Household Gini coefficient quintile 1 1.89 1.16 a.3
(most unequal) (0.85-4.18) (0.58 - 2.32) (0.2072)
Household Gini coefficient quintile 2 2.12 1.61 4.6
(1.10 - 4.09) (0.88 - 2.93) (0.79 - 3.48)
Household Gini coefficient quintile 3 1 1 1
(reference) (reference) (reference)
Household Gini coefficient quintile 4 1.16 1.35 q.2
(0.43 -3.11) (0.57 - 3.17) (0.58 - 2.88)
Household Gini coefficient quintile 5 1.19 2.24 4.9
(least unequal) (0.50 - 2.83) (0.81-6.21) (0.300)
Asset score quintile 1 (poorest) 1.81 1.55
(0.80-4.10) (0.86 - 2.79)
Asset score quintile 2 0.963 0.86
(0.41 - 2.28) (0.42 - 1.75)
Asset score quintile 3 1 1
(reference) (reference)
Asset score quintile 4 0.69 0.68
(0.39-1.23) (0.35-1.32)
Asset score quintile 5 (richest) 0.15 0.23
(0.06 - 0.34) (0.12 - 0.45)
Years of Education 0.930 0.95
(0.88 - 0.98) (0.90 - 1.01)
Worked in last 12 months 0.81 0.73
(0.50 - 1.33) (0.46 - 1.17)
Age 1.00
(0.97 - 1.03)
Male 0.70
(0.48 - 1.02)
Coloured vs. African 1.03
(0.25 - 4.26)
White/Asian vs. African 0.41
(0.12-1.39)
Ever smoked 100 cigarettes or more 2.17
(1.16 - 4.05)
CAGE score greater than 1 1.94
(1.22 - 3.09)
BMI under 18.5 3.98
(1.71-9.29)
Missed meals due to lack of funds 1.23
(0.55-2.78)

Column 3 is also for adjusted for: Ever worked ahdgmine; Urban Residence; Adults per
bedroom; Proportion of MD moved in past 5 years%3CIs shown in parentheses.
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Dependent Variable

Lifetime Prevalent TB

Column 4 5 6
Household Gini coefficient quintile 1 1.94 1.35 .7
(most unequal) (1.22 - 3.07) (0.91 - 2.00) (1.2028)
Household Gini coefficient quintile 2 2.60 2.22 2.4
(1.68 - 4.04) (1.40 - 3.53) (1.41-4.19)
Household Gini coefficient quintile 3 1 1 1
(reference) (reference) (reference)
Household Gini coefficient quintile 4 1.11 1.28 1.0
(0.64 - 1.94) (0.78 - 2.11) (0.68 - 1.69)
Household Gini coefficient quintile 5 1.16 1.53 a.2
(least unequal) (0.40 - 3.31) (0.54 - 4.36) (0.2130)
Asset score quintile 1 (poorest) 1.80 1.66
(1.09 - 2.98) (1.08 - 2.55)
Asset score quintile 2 1.18 1.03
(0.84 - 1.64) (0.72-1.47)
Asset score quintile 3 1 1
(reference) (reference)
Asset score quintile 4 1.24 0.97
(0.68 - 2.25) (0.59 - 1.60)
Asset score quintile 5 (richest) 0.86 0.82
(0.44 - 1.67) (0.50 - 1.35)
Years of Education 0.90 0.97
(0.88-0.92) (0.93 - 1.00)
Worked in last 12 months 0.82 0.73
(0.66 - 1.03) (0.53 - 1.00)
Age 1.02
(1.01-1.03)
Male 1.15
(0.87-1.52)
Coloured vs. African 2.16
(0.80-5.78)
White/Asian vs. African 0.96
(0.34 - 2.68)
Ever smoked 100 cigarettes or more 1.62
(1.02 - 2.59)
CAGE score greater than 1 251
(1.86 - 3.38)
BMI under 18.5 2.86
(1.92 - 4.24)
Missed meals due to lack of funds 1.72
(0.91-3.27)

Column 6 is also for adjusted for: Ever worked ahdgmine; Urban Residence; Adults per
bedroom; Proportion of MD moved in past 5 years%3Cls shown in parentheses.
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5.4. Model Checking

Based on the regressions reported above, the mréferodels from this analysis are
those presented in columns 3 and 6 of Table 13Tabte 14. A plot of the correlations
between the independent variables in the modelgestigd no multicollinearity. The
Pearson correlation coefficient between the qustdf MD-level variables used in
section 5.3 ranged from 0.58 to 0.87, suggestiagtto be highly correlated with one
another. Furthermore, each of these four housdbedéd MD-level variables was
correlated between 47% and 59% with household-kes®ét scor®.

Table 15: Characteristics of Individuals with Outlying Pearson or Deviance

Residual Values

Outlier 1 2 3 4 5
Lifetime Prevalent TB No No No No No
Incident TB No No No No No
Community
Headcount rate 5 1 2 3 3
Unemployment 4 2 2 4 3
Gini coefficient 4 2 3 4 2
Robin Hood index 4 2 3 5 3
Household
Asset score quintile 5 4 1 5 3
Missed meals ever No No Yes No No
Individual
Education Tertiary Standard 1 Standard 5 Tertiary  Sub A
Employed in past year Yes Yes No Yes Yes
Age 37 18 53 22 35
Sex Female Male Male Male Male
Race White/Asian African African White/Asian Aden
Smoked 100 cigarettes ever No No No No Yes
CAGE score > 1 No No Yes No Yes
BMI under 18.5 No No No Yes No

For all quintile measures, a higher score repredegiter social conditions.

Plots of Pearson and Deviance residuals suggdsaethe models were well fitted, with

a clear separation in residual values between twabeand without tuberculosis. A few

!> Multicollinearity is generally considered a prabléf explanatory variables are more than 90%
correlated with one another.
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outlying values were observed in these residuabl@l'15). Four of the five strongest
outliers appear to be poorly fitted by the modes tluthe very low-risk combination of
risk factors, while the fifth had a high risk fasdase but had never been diagnosed with

tuberculosis.

Table 16: Characteristics of MDs with Outlying Cooks Distance Values

Whole Sample Extreme MDs

Number of Observations 13,043 414 93
Lifetime Prevalent TB 2.8% 6.0% 1.1%
Incident TB 0.5% 2.7% 1.1%
Community

Urban 55.8% Yes Yes

Headcount rate 3 3 5

Unemployment 3 3 5

Gini coefficient 3 4 5

Robin Hood index 4 4 5
Household

Asset score quintile 3 4 5

Missed meals ever 52.3% 57.2% 10.8%
Individual

Years of Education 8 9 11

Employed in past year 33.8% 38.2% 47.3%

Age 35 35 36

Male 41.6% 47.6% 40.8%

African 75.1% 60.4% 45.2%

Coloured 13.2% 21.3% 4.3%

Smoked 100 cigarettes ever 26.9% 29.5% .3983

CAGE score > 1 18.5% 26.6% 9.7%

BMI under 18.5 9.8% 9.2% 4.3%

Values are medians or proportions using unweigtsgd unless otherwise stated.
For all quintile measures, a higher score repredegiter social conditions.

Similarly to the residual analyses, plots of thekCs Distance measure for each MD in
the four regressions suggested no extreme outlgimdjtherefore influential, values.

The two MDs described in Table 16 had the highestk® Distance values. The first
had particularly high rates of tuberculosis butyamterage scores on several of the key
risk factors in the model. The second had onlyionilent case of tuberculosis, but this
placed it above the sample average, and the MDhiggddSES by several measures.

None of the values for these measures were far fh@nmain body of observations.
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0. Discussion

In the study of tuberculosis there is a traditibmttributing reductions in disease
incidence across Europe and North America betw&&0 and 1980 to ecological
changes in the social circumstances of populatiGtené and Jean Dubos recognised
the importance of social and economic structurab@flisease over half a century ago,

writing that it was:

“apparent that the spread of tuberculosis duriegiinheteenth century was
the outcome of the social tragedies that followethe wake of the
industrial revolution, rather than the consequesfaaty life per se”

(Dubos & Dubos 1992, p199)

The Dubos’ also questioned the benefit of earlyntvegh-century efforts to eradicate the
disease, noting the confounding impact of risingliqy of life. This connection was
more forcefully made by Thomas McKeown’s quantiatanalysis of national
tuberculosis rates in England and Wales betweeritigeenth and twentieth centuries
(McKeown 1975). McKeown found tuberculosis diseasges to have been in secular
decline long before chemotherapeutic treatmentavagable, and attributed the fall to
improvements in living standards and nutritionheastthan medical or public health
interventions. McKeown’s methods, and particulaynclusions, have been disputed
and perhaps discredited, but his evidence of argeri disease rates prior to the

availability of effective medical treatment remaimgcontested (Colgrove 2002).

More recently, quantitative studies of cities aational populations in more developed
countries have found ecologic associations betvw@aerculosis disease rates and a
range of socio-economic markers, notably unemplaoymew education, income
poverty, income inequality and social deprivatieaq section 3.5 above). There seems
little doubt that tuberculosis is associated witloipsocio-economic conditions in low-

incidence, high-income settings.

Furthermore, there is considerable evidence thegrawlosis disease is most prevalent in
low-income countries. The twenty-two high-incidereountries, as identified by the
World Health Organisation had per capita gross dimeroducts of between US$ 110
and US$ 3,630 in 2004. This compares to US$ 33 th7average figure for the 30
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industrialized nations that comprise the Organisator Economic Co-operation and
Development (World Bank 2004). The rise of HIVailneady high-burden African
countries that are also amongst the poorest intri has skewed this comparison yet

further in recent years.

This study adds two important dimensions to thetexg literature. First, it is the first
study of the impact of socio-economic factors dretgulosis disease in Africa, offering
evidence on whether the findings in richer settiagsreplicated elsewhere. Second, it
is the first study to examine the impact of a raofysocio-economic factors on
tuberculosis disease risk, taking account of agafgcommonly-accepted non-SES risk
factors. It therefore represents a significanp $tdewards in understanding the impact of

socio-economic factors on the distribution of tulosis within societies.

6.1. Key Findings

This study provides evidence on the distributiotutsierculosis in South Africa
geographically, by age, by sex and by race graufurthermore presents a first effort to
quantitatively and simultaneously measure the aasoc of tuberculosis with a range

of SES measures in a high-incidence setting.
6.1.1. Individual- and household-level SES risk factors

At the individual and household levels, this analysds recent employment and more
education to be correlated with reduced individisd of disease, both incident and
lifetime prevalent. For lifetime prevalent diseasaving been employed in the previous
twelve months is associated with a 27% reducedafisksease (95% CI: 0.53-1.00), and
each additional year of education is associateld avi3.5% reduced risk (95% CI: 0.93-
1.00) (Table 14, column 6). The respective odtlesdor incident disease were 0.73
(95% CI: 0.46-1.17) and 0.95 (95% CI: 0.90-1.013[E 14, column 3). A person who
has completed secondary education (12 years) trerbfs a 35% reduced risk of
lifetime prevalent disease and a 44% reduced figkcaent disease relative to an

identical individual who completed no schooling.
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Figure 3: Adjusted Odds Ratios and 95% Cls for AsseScore Quintiles and
Tuberculosis

— .

1 T || + L B
1 2 3 4 5 1 2 3 4 5

Incident Disease Lifetime Prevalent Disease

Dependent Variable
(Quintile 3 as reference)

The raw household asset score represents a medsabsolute deprivation, since it is a
combination of responses on ownership of goodsaandss to services. When it is
divided into quintiles, as in this analysis, itl@wever, transformed into a measure of

relative deprivation, a household’s position refatio others in South Africa.

This study finds relative deprivation to be invéysessociated with tuberculosis disease
in a linear fashion, falling as asset ownershipgi@-igure 3). For example, those living
in the most deprived quintile of households ha®®% (95% CI: 7.5%-155%) higher
risk of having ever been diagnosed with tubercgleasmpared to those in the middle
quintile. Similarly, those living in the least deqed quintile of households have a 77%
(95% CI. 55%-88%) reduced risk of having been diesgal with tuberculosis in the past

year compared to those in the middle quintile.

The roughly linear inverse relationship betweenrd@pion and tuberculosis is in line
with the ecologic findings in high-income settingslined in section 3.5. This study’s
result is, however, in contrast to the findinghe tlosest comparable study to date, from

a Brazilian city, where a threshold effect was rgguebsuch that the most deprived 40
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percent of census tracts were at raised risk adrtutbosis relative to the rest of the
population (Souza et al. 2000).

A number of studies have previously found arealldeerivation to affect individual-
level health, either directly, or via other risktars for poor health (Reijneveld 1998;
Smith et al. 1998; Malmstrom et al. 1999; Sundgeistl. 1999; Malmstrom et al. 2001;
Sundquist et al. 2004; Petrelli et al. 2006). Thay, however, be the first study to
consider the impact of household-level deprivabarindividual-level health outcomes,
independent of area-level SES, and as a resulffim&yuanced results not seen

elsewhere.

Each of the three relationships between individaatl household-level measures of
SES and tuberculosis is broadly supportive of ttistieag literature on individual-level
SES and health, finding employment and increasedatbn and decreased deprivation
to be promotive of good health. In high-incomeisgs, however, the inclusion of
several SES measures as predictors of diseaseoftgadeads to a loss of significance
for some of them (Davey-Smith et al. 2004; Holtgr& Crosby 2004; Chan-Yeung et
al. 2005). This suggests a model such as thatrsihothe upper panel of Figure 4,
where all SES measures work through a single caasghlvay, and furthermore have
high cross-elasticity (i.e. one can be easily stistl for another without changing the

effect seen).

This study, however, finds that the inclusion oy ane individual- or household-level
measure of SES has little effect on the relatignbletween other SES measures (Table
6, Table 9 & Table 10). Furthermore, the inclusdbcommunity-level measures of
SES also has little impact on the lower-level iel&hips (Table 11 to Table 14). This
suggests a model such as that shown in the lows p Figure 4, where each SES

variable acts through more or less independentat@ashways to cause disease.
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Figure 4: Models of the Causal Pathways between SB&riables and Tuberculosis

Hypothesis A: Common Causal Pathway

Low Education
Unemployment
Causal Pathway C — Tuberculosis
Income Inequality

Poverty
Hypothesis B: Separate Causal Pathways

Low Education — Causal Pathway W

Unemployment — Causal Pathway X
Tuberculosis

Income Inequality —> Causal Pathway Y

Poverty — Causal Pathway Z

6.1.2. Community-level SES risk factors

At the MD level, neither headcount poverty nor upiyment rates is found to be
associated with tuberculosis disease, after admi$tir lower-level measures of SES.
Compared to the middle quintile, the poorest glarttas odds ratios of 0.99 (95% CI:
0.47-2.06) and 1.11 (95% CI: 0.68-1.82) respectivgien regressed on incident and
lifetime prevalent disease (Table 11). The quenith highest unemployment has odds
ratios of 0.89 (95% CI: 0.44-1.82) and 1.22 (95%@%2-2.84) for the same
regressions (Table 12). Across both sets of regres, only one quintile (Table 12,
regression 6, quintile 4) has an effect signifibadifferent from the null.

Higher MD-level income inequality is, however, sigrantly associated with raised
rates of lifetime prevalent tuberculosis, evenradidjusting for household-level poverty
in the form of the asset index. Using the Robiméimmdex the most income unequal
quintile has an odds ratio for lifetime prevalersedse of 1.69 (95% CI: 1.25-2.29), and
the second most unequal quintile has an oddsaaficd9 (95% CI: 1.03-2.15),
compared to the middle quintile (Table 13). Thepestive figures using the Gini
coefficient are 1.72 (95% CI: 1.30-2.28) and 2.93% CI: 1.41-4.19) (Table 14).
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6.1.3. Non-SES risk factors

Among the non-SES risk factors, this study findswownly accepted correlates of
tuberculosis disease such as alcohol abuse aneitegamoking to be risk factors in
South Africa. Unlike many other studies howewedpes not find a previous history of
minework, household overcrowding or race groupdgtedictive of illness. The
differences in these associations may be due terdifces in causal pathways between
those present in previous studies. Alternativiegse findings may reflect the wide
range of risk factors included in this study. Tétger explanation would suggest that
these variables are either mediators in a causlaivpg that begins with other risk
factors, and thus enter into the regression thrabgbe variables (for example SES), or
confounders for other causal factors — associatt#dtire causal factors but not directly

with the outcome.

This study also finds a crude association betweastary of minework, particularly a
history of gold mine work, and tuberculosis. Tirektionship is not, however, robust to
the inclusion of other individual-level risk facsor Minework has been associated with a
range of pulmonary illnesses which are also astatiaith raised risk of tuberculosis,
including silicosis and bronchitis in South Afriga,the latter case using the same 1998
SADHS dataset as the current study (Corbett &04l0; Ehrlich et al. 2004). This
disparity in findings may reflect the relatively ablnnumber of individuals in the study
population who have ever worked in a gold mine &4and the even smaller number
of these who had gone on to develop tuberculoscdent n=6; lifetime prevalent

n=38) since the point estimates remained quiteabiean multivariate analysis
(OR=1.52 for incident tuberculosis; OR=1.32 foelime prevalent disease in Table 8).

It is perhaps not surprising that household crogdsnot significant in this study after
adjustment has been made for the various SES nesaisictuded. As explained in
section 3.1.1, overcrowding is generally believete a risk factor for infection due to
the close proximity in which it puts individualgising the risk of contracting
tuberculosis. It is also sometimes believed ta bbisk factor for disease since it acts as a
marker for low SES. This being so, the observeshaation of the bivariate association

between overcrowding and tuberculosis disease afjeistment for SES is to be
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expected. In the bivariate analysis a one-pemsorease in the number of people
sleeping in each bedroom is associated with as8taily significantly increased risk of
incident tuberculosis, but not of lifetime prevaleisease. This is congruent with
overcrowding being a risk factor for infection sncurrent overcrowding reflects
proximity to others. In contrast it is likely t@la poorer predictor of lifetime
prevalence, since the level of household crowdsrigkely to change over an

individual’s lifetime.

This study finds being labelled White or Asian wgrotective for incident tuberculosis
relative to African individuals, in bivariate anadividual-level multivariate analysis.
These associations, however, disappear once hddsedset levels are included in the
analysis and remain absent thereafter. Previagsestin the US, UK and China have
found racial background to be associated with eiskiberculosis disease, most likely
because of the proximity of racial and ethnic mithes to immigrants, who are more
likely to be infected, and infectious, with tubeiasis (see section 3.1). It seems from
this study that the crude relationship seen betwaes and tuberculosis in South Africa,
where tuberculosis infection is widespread, is ueace being correlated with socio-
economic factors, rather than factors relatingegitb racial susceptibility, or the legacy
of past policies, such as Apartheid. That is, &te as a proxy for SES in models

which do not contain SES variables, but has nogaddent effect on disease risk.

6.2. Potential Explanations for Findings

The results seen in this study are likely to reéfeewide range of causal mechanisms. A

few potential pathways and issues are exploredabelo
6.2.1. Geographic effects

A first possible explanation for the community-le$&S results seen is that they may
reflect something about the geographical distrdoutf tuberculosis. Although the
model assumes observations to be clustered atohepial level, and includes an
explanatory variable for individual urban/ruralicesnce, it is possible that other

geographic variation is being measured throughetiasiables. In particular no account
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is taken in this data of the difference betweeranréand peri-urban settlements, except
through measures of community SES. All four measaf MD-level SES are
significantly, inversely correlated with living Bin urban community, although the

income inequality measures are less so than thepiogment and poverty measures.

If there is a true association between communigllSES, particularly between

poverty or unemployment, and tuberculosis diseatesy the inclusion of the rural/urban
residence variable in the regression may lead néocmding — and thus an attenuation —
of this effect. The limited change in the poiniiate on rural/urban residence when
community-level variables are included in the asslynot shown) suggests that this
effect is not an important one in this analysis.

Furthermore, the complex interplay between urbahraral areas linked to mining and
other migratory work outlined by Packard cannogkglicitly included in this analysis
(Packard 1987). For example, there is no variabltepresent the proportion of persons
in a community that commute to a major city to wotlo the extent that the SES-
related results seen here truly reflect this lorsgasce spatial patterning of disease, they

should be considered to be confounded by geogrdiatiiors.
6.2.2. Compositional and contextual effects

As explained in section 3.3, there are a numberayfs in which group-level results can
be interpreted. For those variables with bothvitllial- and group-level forms included
in the analysis it is possible to evaluate whetheir effects are compositional (the
result of individual agency) or contextual (duefte social structure of the setting).
Unemployment and income poverty can be evaluatétisnvay in this study. Group-
level variables with no individual-level equivalanust be considered to act in a
contextual manner, since they cannot be the resuidividual-level characteristics.

The measures of income inequality used in thisyaisafall into this category.

Both unemployment and income poverty — the latteasnred by the asset score index
at the household level, appear to display commostieffects. That is, allowing for
lower-level variability, community-level unemploymieand poverty rates appear to

have no effect on tuberculosis rates.
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The finding of an association between these measure tuberculosis suggest a
contextual effect of SES on tuberculosis in thisisg. Furthermore, this effect is seen
over and above individual-level measures of weddtpfivation and employment. There
is thus something about unequal communities intsAfrica that puts persons living in
them at higher risk of becoming ill with tubercubthan those living in more equal
ones, even after allowing for individual SES chéesstics.

There has been limited debate in the literatureiathee nature and usefulness of
concepts of area-level contextual and compositieffatts in the relationship between
SES and health. A recent review of the concetweler, noted that there remain
problems with the use of these terms (Macintyral.€2002). The authors note that the
two are poorly defined with respect to one another to bi-directional effects —
individual-level factors are shaped by communityeleones, and vice versa.
Additionally, due to an absence of theory consittghiow area-level SES affects health,
contextual factors are often treated as the rekakanators, rather than as risk factors
acting through recognisable channels. Carefuhdefn and use of terms should,

however, allow the circumvention of these pitfalls.
6.2.2.1.Contextual mechanisms

Several causal mechanisms might be occurring teectius emergent, contextual effect
of income inequality apart from any effect linkedpoverty (Subramanian et al. 2002).
Importantly, each of these hypotheses is consistghtfinding that inequality is

harmful to the poor, rather than beneficial tottleh, as is seen in section 5.3 where an
individual’s risk of tuberculosis disease is pagty associated with living in the most

unequal communities, but not inversely associatigl hving in the least unequal ones.

First, inequality may affect a community’s accestealthcare. More unequal
communities may have more limited access to heaéhior their poorest members than
similarly poor individuals in more egalitarian $egfs, in which case poor people in
unequal settings would be expected to have worakhhihan their wealth level would
otherwise predict (Figure 5, pathway A). This angut is a facet of the materialist

approach to income inequality, which argues thagual income is an outcome of
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historical processes through which resources wererad towards the rich (Lynch et al.
2000).

An example of how such a situation could occur wdé if the existence of private
healthcare services masked the absence of aceeks#ithcare services for the poor.
This, in turn, is consistent with the existencadivo-tier health service such as that
seen in South Africa: private health insurance,ciwlgredominantly uses private
healthcare services, covered 18 percent of thehS&fican population in 1995
(Soderlund & Hansl 2000). These services wereiheskewed towards the higher end
of the income scale, with 2 percent of those inltlweest income quintile having private

insurance compared to 60 percent of those in thieelst income quintile.

Figure 5: Potential Causal Mechanisms for Communitylevel Income Inequality
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High income-inequality areas are likely to alsodnalkewed availability of public goods
such as infrastructure and services. This mayaaise if income inequality leads to a
loss of political cohesion across income group#h wie result that poorer individuals or

sub-communities have fewer services provided tot{feubramanian & Kawachi 2004).

Second, inequality may affect the structure of camities in which it is prevalent.
Highly unequal societies have been hypothesisadffer from higher levels of

psychosocial illness than more egalitarian onegtldr measured at the national or
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more local level (Wilkinson & Pickett 2006). Itl®lieved that low self-esteem, and
lack of personal agency, raises an individual’s a§ and lowers their capacity to cope
with, illness. Furthermore, it is believed thatss lies in the causal pathway between
overcrowding and tuberculosis disease (section 3A%)a result, an increased burden of
psychosocial illness, caused by higher inequatitight be expected to add to the burden
of tuberculosis disease in unequal communitiesufei®, pathway B).

Third, in an unequal setting it is likely that theorest in society will be marginalised, if
unequal societies have weaker bonds between memhiagrsnore equal ones. Insofar
as lower social cohesion is connected to highezl$eof social exclusion and lower
levels of social capital, it is possible that marequal areas will see poorer health
outcomes (Kawachi & Berkman 2000). Posited medmasifor this link between social
capital and health include poor diffusion of heafitormation or healthy behavioural
norms, and lesser capacity to defend against buddgebr to organise to lobby for the
provision of services. This suggests that margiaibn might act as a mediator in

either of the two causal mechanisms previously raeatl (Figure 5, pathway C).

The relative importance of materialist and psycle@daexplanations for the relationship

between high inequality and poor health remainestet (Lynch et al. 2000).
6.2.2.2.Choice of community-level SES measures

It has generally been accepted in the literatuedimg with community-level SES and
health outcomes that the exact nature of meassesbat the community-level is less
important than at the individual-level, since conmity+level measures tend to be more
highly correlated with each other than individuaél ones (Pickett & Pearl 2001).

This does not appear to be entirely supportedignahalysis, where the measure of SES
used — income poverty, unemployment or income iakiyu- strongly affects the
significance and nature of the relationship sedwden community-level SES and
tuberculosis disease (Table 11 to Table 14). Tleeteof all measures on lower-level

variables was however, similar in its slightness.

73



Figure 6: Adjusted Odds Ratios and 95% Cls for Incone Inequality Measures and
Lifetime Prevalent Tuberculosis

Robin Hood index Gini Coefficient
(Quintile 3 as reference; higher quintile reflects lower inequality)

Figure 7: Adjusted Odds Ratios and 95% Cls for Incone Inequality Measures and

Incident Tuberculosis
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This study can provide some support to the findihmpsensitivity to the income
inequality measure used seen in earlier work. Kdéwand Kennedy (1997) found that a
range of nine income inequality measures wereiglly correlated with one another
(absolute correlation coefficients between 0.8@1Mth the large majority over 0.95)
and were all similarly correlated with total moityl0.38-0.49). Strong relationships
remained for all measures after adjusting for metieusehold poverty and income
rates. The results for lifetime prevalent disg&sgure 6) show similar relationships
between each quintile of income inequality and tablesis, supporting Kawachi and
Kennedy's conclusions. The inference cannot b&tremgly made in the case of
incident tuberculosis, however, due to the large sif the confidence intervals seen, but

the pattern of point estimates is once again sinieyure 7).

6.2.3. Risk factors in high tuberculosis prevalence sg#in

As mentioned in section 3.5, the large majorityasfearch into risk factors for
tuberculosis disease has taken place in settingsenthe prevalence of tuberculosis,
both for infection and disease, is lowest — higteime Europe and the United States
(Dye et al. 1999). In such settings many riskdesfor disease, such as ethnicity,
education levels and urban living are highly catedl with contact with immigrant
communities from high-tuberculosis-prevalence sg#j such as Africa and Asia. As a
result, many of these variables may not be truefastors for tuberculosis disease.

This study provides a useful counterpoint to stsidienducted in low-prevalence
settings. It finds neither ethnicity nor househol@rcrowding to be associated with an
increased risk of tuberculosis disease, suggesiatghese associations seen in higher-
income settings may well reflect risk of infectioather than risk of diseaper se In
contrast, the finding that that low community-le&#S is associated with heightened
risk of tuberculosis disease in this study suggstsSES is truly related to tuberculosis
disease, rather than simply being a marker foremeed contact with highly

tuberculosis-infected populations.
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6.3. Potential Strengths and Weaknesses of the Analysis

This secondary data analysis is based on two vedilltated primary surveys. It further
attempts to take into account the variations o$¢hsurveys, and adjust for a wide range
of potentially influential covariates. Neverthede# is important to consider the

potential shortcomings in the planning and exeautibthis work.
6.3.1. Study design
6.3.1.1.Temporal issues

There are a number of aspects of the study delagmtight have biased the observed
results. Several of these relate to the natuseiofey data used. First, the SADHS
questions in the used to create incident tuber@utosasure do not distinguish between
diagnosis of old or recently arisen tuberculosience a respondent reporting having
been diagnosed with tuberculosis within the paat yeay in fact be reporting the
diagnosis of a now-dormant infection that had prasly been disease. To the degree
that this occurred, it would lead to an overestera@dttuberculosis incidence in this

population.

Second, the analysis is based on two cross-settlatesets, one a survey, the other a
random sample of a total population census. Assaltrit is important to consider the
possibility that the reported results suffer fraemerse causation due to the outcome
preceding the explanatory variable, and that pemtaiases of long duration have been
oversampled. The duration of cases is not corsidierthis study, since both outcome
measures were based on date of diagnosis, ratneetistence of disease at any point

in time.

The possibility of reverse causation was considageil arose in sections 4 and 5 and is
certainly a concern for relationships between imtligl-level explanatory variables and
the outcome variables. In particular, those irdlrals with a lifetime prevalent
tuberculosis diagnosis may well have poorer curgtts outcomes due to the illnesses
reducing their capacity to attend school or perfarank tasks. Less obviously, past
tuberculosis illness may lead to an individualrtyiin a lower-SES community, due to a
diminished capacity to maintain their residencbetter surroundings. In such a case,

the causal relationship between low SES and tubmsisumay run from disease to SES.
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Even in the case the incident tuberculosis, revessigation cannot be dismissed for
individual- and household-level explanatory vareshl For example, early symptoms of
tuberculosis may have led to diminished earningcey or even loss of employment.
This in turn will have reduced household assetl$eaad maybe contributed to poorer
socio-behavioural characteristics, such as inctceakmhol consumption. Given this
potential for reverse causation, causal connectioawn from this study must be

tentative.
6.3.1.2.Recall Bias

A source of duration-related bias that cannot silyebe dismissed is that of recall:
cases that were of long duration are more likelgeaecalled, even if the illness
occurred long ago, since they were present fordongthe respondent’s life. If present,
this bias will have an attenuative effect on argutes, meaning the true effect is larger
than that reported, so long as the duration ogégfis not correlated with any of the
explanatory variables. In the case of treatedrtubesis, variation in duration should be
limited, since treatment is of a standardised lengfthough the length of symptomatic

disease prior to diagnosis may vary systematically.

A second form of recall bias may have arisen if $#xrespondents misunderstood the
question asked of them and told interviewers they had been diagnosed with
tuberculosis disease, when in fact they had bemgndsed with tuberculosis infection.

If this were to have been correlated with low |eved education or other SES variables
then this would have led the reported odds raboSES variables being an

overstatement of the true association.

A third type of recall bias may have occurred ggendents intentionally misreported
their true tuberculosis diagnosis history, hidihgit diagnosis from the interviewer,
perhaps due to stigma attached to the illness. impact of this bias will depend on the
correlation of deceit levels with explanatory vates. If this effect was more prevalent
among high SES individuals then the reported resuituld be too strong, while if the
effect was more prevalent among deprived persarsttie reported results would be an

understatement of the true situation.

6.3.1.3.Diagnostic Bias
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In a self-reported dataset such as this, the pbsiff diagnostic bias must be
considered. In order for a respondent to repdritculosis disease, they must first have
become actively ill, second sought to access hemithservices and third succeeded in
doing so. If the first step in this process is wih@ study wishes to capture, variation in
the other two steps may lead to the results beigeld. To the extent that diagnosis
rates diverge from true disease rates, this stulllyeflect healthcare demand, rather

than healthcare neéd.

As of 2003 it was believed that only 45 percentvofldwide smear-positive
tuberculosis cases were being detected by contogrpmmes (Dye et al. 2005). The
remaining 55 percent of cases either did not seefirtsucceed in accessing care. If the
rate of non-detection, and thus non-diagnosispigetated with explanatory variables
then the results seen will not be a true reflectiboausal pathways. In this context it is
encouraging that the tuberculosis detection ratéomse to 100 percent according to the
World Health Organisation (2005).

One explanatory variable generally believed todreetated with diagnosis rates, as
mentioned in section 3.1, is sex. It is thought thomen are less likely to be diagnosed
with tuberculosis disease, even though incidentas rmay be sex-neutral, due to
differential patterns of access to healthcare.cHlipally, women are more likely to
access private care or self-medicate than to apprpablic clinics. It has been
hypothesised that this may be partly due to thggrsdiof the disease (Thorson & Diwan
2003). Other work has, however, suggested thagfepet and diagnosed tuberculosis
rates have similar sex-ratios, with the possibleepkon of Africa (Borgdorff et al.

2000). Although no clear relationship between sektaberculosis is seen in this study,

a true difference may be being hidden, if reportaigs diverge from true disease rates.

A second variable likely to be correlated with diagis rates is SES. As explained in
section 6.2, poorer individuals are likely to héivaited access to healthcare, even if no
direct costs are charged for services. If thsoislow SES individuals will underreport
disease, leading to an attenuation of a true ievassociation between SES and

tuberculosis in the reported results.

'® Demand is used here in the economic sense: asdafmeservices that is backed up by the capattdity
consume them, both through an ability to accesdfaretessary to pay for them.
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These two effects will affect estimates of indivadlvelationships, as shown in Figure 8
below by mechanisms A and B. In addition, if pa@mmen are less likely to access
care, since the scarce resources required to deeseserved for male household
members, then there may be an additional intemnaetifect, mechanism C in Figure 8,
between sex and SES in their relationships to tegduberculosis rates (Ensor &
Cooper 2004).

Figure 8: Potential Effect Pathways for Diagnosti@Bias

Female Sex
A
C » Reduced Accessto__, Lower Diagnosis/ b Iialse Ags;)(/céallztigns d
Health Services Reporting Rate etween Sexisks an
I\ Tuberculosis Disease
B
Low SES

6.3.1.4.Statistical Power

The population-based sampling-frame of the SADH® alresents problems of
statistical power when the phenomenon under inyaistin is relatively rare — even in a
high-incidence setting such as South Africa adiideerculosis disease occurs in only
one person in 200 each year. The resultant laskatistical power for the analysis of
incident cases of disease limits the study’'s cap&aidifferentiate between the absence
of a relationship and an inability to discern atassociation.

The similarity of the results in section 5 for tifee prevalent and incident tuberculosis,
both in direction and magnitude, offers some ewvigefior the lack of significance in the
case of incident tuberculosis being primarily autesf sample size, rather than a true
lack of association. For example, in Table 14pbmt estimate for the lowest asset
score quintile in column 6 is 1.66 (95% CI: 1.08%), similar to that in column 3 of
1.55 (95% CI: 0.86-2.79). Due to the width of ddahce intervals, however, the former
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Is statistically significant, while the latter isth Even more strikingly, the values for the
protective effect of recent employment in the saafde are both 0.73, but for incident
tuberculosis the confidence interval runs from Get&.02, giving a non-statiscally
significant result, while for lifetime prevalentsdiase the interval stretches from 0.53 to
0.997, thus attaining significance. Graphicallg tten be seen by comparing Figure 6
and Figure 7. The confidence intervals in theeldigure are such that even though the

point estimates are larger in some cases, norfeeof are statistically significantly.
6.3.2. Analytic design
6.3.2.1.Appropriate community level

A key question in designing any multilevel analysisletermining what the appropriate
level of analysis for community-level effects shebbe. The aim of selecting a
community-level is to capture the level at which tklevant causal pathways exist
(Diez-Roux 2001). In order for a community effextbe seen, the level used must also
display gradients in risk factors. This is likéb/happen if the divisions used create
economically homogeneous areas, and/or if thegfioddministrative demarcations
(Krieger et al. 2003).

In order to decide which is more important, it écassary to hypothesise as to the
pathways through which the group-level variablesliis study, SES measures) will
affect the outcome (tuberculosis). If the linkmaterialise — material deprivation leads

to higher risk of disease — then administrativear@e likely to be most useful

construct, since it at these levels that mitigapoticies, such as social programmes,

will vary. If the link is psychosocial — deprivafi leads to psychosocial iliness, which

in turn leads to harmful behaviours and thus higtsérof disease — then areas that share

social ties will be of more interest.

In this analysis the use of MDs was one of convereeas it was the lowest level of
aggregation at which the two datasets could beidemtfly merged. MDs existed to
demarcate judicial boundaries, rather than heakheaes, and as such may not directly
reflect variation in healthcare provision. Theg,drowever, of a similar level of
aggregation to the 303 municipality-based admiaiste areas established in 2000 to
replace them. MDs therefore roughly equate to gipalities, a level which makes
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conceptual sense as a community for variation aitheare provision (including

diagnostic services) and in SES.

Evidence from the US suggests that in that settsigg smaller communities produced
more robust community-level associations betwee® &id health. Analysis there
suggested little difference in the size or natdreoonmunity-level effects when
measured at the census tract and census block lealerage populations of 4000 and
1000 persons respectively (Diez-Roux et al. 200hjese areas are one to two orders of
magnitude smaller than the MDs used in this studhych had an average population of
around 100,000 persons. Another US study suggédsa¢the use of zip codes, average
population 30,000, was less consistent in the tesutived at than the census area
measures (Krieger et al. 2003). The authors ratethis may have been because zip
codes are created for delivery of mail, rather tfereconomic or government policy
reasons. While the South African census EA woaldelhprovided a community size
closer to that of the census block — the averagelpton of each EA was under 500

persons — the two datasets could not be matchéuiolevel.

Empirically, however, evidence for the effect af@me inequality on health is far
stronger at higher levels of aggregation — it isiownly seen in international studies
and those considering the state level in the USopbly intermittently at lower levels of
aggregation (Subramanian & Kawachi 2004; WilkingoRickett 2006). This is true
both for multilevel and ecologic studies, and mefjeict the importance of variations in
political mechanisms, which in turn lead to vaoatin the provision of social goods
(Subramanian & Kawachi 2004).

6.3.2.2.Income measurement

There are serious difficulties with the use of imesbased socio-economic data in South
Africa. First, a very large proportion of individis report having no income whatsoever
— only 38% of working-age adults reported being laygd in the 1996 census

(Statistics South Africa 2004). Second, only folsector earnings are likely to be
reported in a census, since it is unlikely thatitalzeing paid on other income, and thus
unlikely that individuals will wish to report theto a government body. Third, as

referred to in section 3.4.5, evidence suggestdriiaw-income settings the stock of
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goods (assets) owned may be more relevant to ogstiman the current flow of

income.

The difficulty of differentiating between the largember of individuals and household
with no, or very little income, is made still mad#ficult in this study by the fact that
South African census income data is gathered id$ain the census these bands
become larger in absolute terms as income risegdnerally smaller in the

proportional increase from one band-edge to thé. Hekmputing a single value to all
individuals in a band both decreases the inequlaéityween members of the same band
(to nothing) and changes the level of inequalitydeen members of different bands
(direction indeterminate) unless individuals argfeuly distributed across the range of
each band in every subgroup (i.e. MD). The ovei@dict, and thus whether the banding

has a differential effect on the income inequaldsults in this study, is unclear.

Since the Gini coefficient (but not the Robin Handex) is calculated in absolute
income differences, the first effect will be systdim in reducing Gini inequality in the
most unequal settings, tending to attenuate amayioekhip seen in these areas. The
second effect for all measures, and the first eftacthe Robin Hood index, is
ambiguous in direction unless something is knowsuékhe distribution of incomes
within each band. It can therefore only be sugggkttat this banding may introduce

more random variation on the average, which wiithtéo attenuate true results.

These distortions should not affect the income pgvendings, since the headcount
measure did not impute values to individuals, bhatead used the bands as given.
Given the uncertainty generated by the use of lthdd&, measures created from the
census data for this analysis should be considadichtive of relative poverty and
inequality between different areas of South Afri€oint estimates should be
interpretable in terms of direction, but the magaé of any effects found should be

treated with great caution.

" For example, the fourth band reaches from R50merth to R1000 per month; the absolute increase
is R500, the proportional increase 100%. The aibsdtand increases for all bands are: 200, 30Q, 500
500, 1000, 1000, 1000, 1500, 2000, 3000, 5000,004,0. The respective percentage increases-are:
150, 100, 50, 67, 40, 29, 33, 33, 38, 45, 88, n/a.
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6.3.2.3.Data selection

The data for the SADHS was collected in 1998, wthik for the census was collected
in 1996. Two concerns arise from this. The fisshe comparability of the two
datasets, given that they were not collected asdmee time. This concern can be
allayed by the fact that only rankings of MDs oa ttarious SES measures are brought
into the analysis, rather than absolute valuededdnt is believed that a radical change
in the nature of MDs occurred between 1996 and 1888&lata should still be applicable
to the SADHS dataset. Evidence from the 1996 &ftd Zensuses do not suggest any
radical change in the economic nature of the cguhiring this period (Statistics South
Africa 2004). The labour participation rate (thegortion of working-age persons who
are economically active) changed marginally fronb%@in 1996 to 57.7% in 2001.
Census income was collected in different categani¢ise two censuses, but 25% of
working-age adults earned less than R500 per mortB96 compared to 33% who
earned less than R800 in 2001.

The second, and more serious concern, is thatatueenof tuberculosis disease and its
causes may have changed between 1998 and the tmlagerGiven the rapid rise of
HIV-related illness in South Africa over the pastdde, it is possible that factors that
were related to disease in 1998 are not today oftinfately, this DHS dataset is the
most recent national dataset available on tubes@ilo South Africa. This concern
need not be a shortcoming so long as the contaricplarly of the HIV epidemic, is

taken into account when interpreting these results.

In any study of an infectious, and thus socialeadse such as tuberculosis it is important
to consider the widest possible range of potegtetplanatory variables in order to
avoid omitted variable bias. In this study, thes#ude biomedical characteristics,
social habits and socio-economic descriptors aviddal respondents, the size and
wealth of their households and the socio-economsitipn of their community, as well
as their geographic setting. With the exceptioklbf, each significant risk factor
previously suggested in the literature has bedsaat indirectly measured. The

potential for omitted variables to be driving tlesults has thus been minimised.
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The converse argument is that too many variablgshasae been included in this
analysis, leading to overadjustment or reducedidistatory power due to the inclusion
of irrelevant data. When considering risk factiig may have a distal impact on the
outcome, the inclusion of more proximal factorstlo& same causal pathway amounts to
an overadjustment of the data, and will tend tohwasg any true effect of the more

distal factor. It has been argued that in studiesea-level SES this occurs when
individual-level risk factors such as drinking on@king are included, since an
individual's propensity for such behaviours is like be influenced by the nature of
their local environment (Maclintyre et al. 2002)hig view is, however, discounted by
other researchers who see SES and other sociatdaag both being fundamental causes
of health disparities, rather than one being a eraok confounder for the other (Phelan
et al. 2004).

While it is possible that point estimates on SER factors in this study may be
attenuated by such overadjustment, the resultsseggest either that: the impact of the
adjustment is only partial (since some communitseleffects remain); or that the
pathways through which they act are not all comtdiim the study (i.e. some omitted
mediating variables have been left out, leaving mamity-level effects); or that area-
level SES has some more proximal effect on tubestsi| closer to the view posited by

Phelan and her colleagues.
6.3.3. HIV

As alluded to above, the most serious data sefecbacern in this analysis is that it
does not take into account the HIV status of tlspoadents to this study. This
important omitted variable means that explanatanyables associated with risk of HIV
infection and with risk of tuberculosis diseasd afpear to be more closely linked to

tuberculosis than is actually the case.

In Figure 9, hypothesis A shows such a situatidmene the true effect of alcohol abuse
should be measured partially through pathway X@artially through pathway Y. In
the absence of HIV as an explanatory variable, bficts will be measured through X,

overstating the importance of alcohol abuse. GihahHIV is often associated with
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low SES, and several of other variables in thidyems such an explanation of the
reported results cannot be dismissed.

The importance of the omission of HIV data is, heare lessened if one considers HIV
to be a mediator in the pathway between many o$tle@l factors in this analysis and
tuberculosis disease, shown as hypothesis B irr&igu This requires that HIV be both
a risk-factor for the outcome, which was establisbarlier, and a result of the exposure,
that is, be socially patterned. The literaturediin section 3.4 supports such an
assertion for health in general and there is ewddéhat social deprivation is linked
particularly strongly to sexually-transmitted disea (Brandt 1987). There is
additionally a literature suggesting that HIV iseault of both poverty and economic
inequality in poor and unequal settings such as$ dad Peru (Farmer 1999). To the
extent that HIV is caused by the social factorsuded in this model, the inclusion of
more distal causes of tuberculosis will take intocunt this mediation process, reducing
the potential for omitted variable bias. Indeedsuch a situation, the inclusion of HIV

might be considered an overadjustment of the model.

Figure 9: Potential Causal Pathways for HIV

Hypothesis A: HIV as a Confounder Hypothesis B: HIV as a Mediator
X
Alcohol Abuse — Alcohol Abuse
I Y v l
HIV — Tuberculosis Disease HIV — Tuberculosis Disease
I “ I
LowSES ——mMmmm— Low SES

6.3.4. Study validity

The question of validity addresses both whethedtta is representative of the
population from which they were drawn (internalidéy), and whether they are
generalisable to broader populations (externatlitg)i The former is not a concern in

this study: a careful analysis of the sample matharyy and response rates was
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conducted as part of the SADHS process, and apptepreightings were then used in
this analysis to ensure national representivityuth African Demographic and Health
Surveyl999), while the very large sample drawn fromdeesus (each MD had an
average of 10,000 datapoints) make significantatens from population values
unlikely. As a result, this study should be repreative of the South African situation
in the late 1990s.

The issue of generalisability is more complexis important to note that South Africa
is middle-income nation with an unusually high lleseboth income inequality and HIV
infection. Given that South Africa is almost urega this combination of important
tuberculosis risk factors, and that it is not chedich, if any, interactions of these
factors drives the results seen in this study, oarst be taken in extrapolating these

results outside of South Africa.

Extrapolation of the income inequality results dddee reasonable to other high-
inequality settings. Reviews of the impact of imminequality on disease have
previously found significant results only in coues with higher levels of inequality
(Brazil, Chile, Taiwan, US) as opposed to more itgyan settings (Canada, Denmark,
Japan, New Zealand, Sweden) (Subramanian et &, Sdbramanian & Kawachi
2004).

The Chilean finding that income inequality appeacetave a threshold effect for
communities with a Gini coefficient above 0.40 sesfg that income inequality-health
effects may only apply broadly in countries witlgliner levels of inequality. As
explained above, however, it seems likely thatptesence of HIV will act as a
magnifier for income-inequality measures, so rasuiay additionally not transfer well

to unequal countries with low HIV prevalence.

The relevance of these measures to high-incometuberculosis incidence nations is
not clear. The dynamics of an infectious diseaerdyreatly depending on the baseline
prevalence, and while the results on the importafi@gecome-inequality support work

in the US, the benefit of direct comparison is eacl Similarly, South Africa is almost

an order of magnitude richer (per capita) than maations in Africa: in settings where
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the disparities in income seen in this settingrartepresent due to widespread absolute
poverty, it is hard to see the applicability of BEES-related results found in this study.

6.4. Next Steps
6.4.1. Research recommendations

This study is the first of which the author is agvgrintly considering biomedical, social
and socio-economic risk factors for tuberculosisub-Saharan Africa. It is also the
first study to use a multilevel methodology to asal SES risk factors for tuberculosis
disease. It is therefore important to treat thheselts as tentative, and to attempt to
replicate them in other datasets and settingss iStparticularly true given the fragility
of the incident tuberculosis data, with only 71esasOne method for strengthening the
credibility of the reported results would be to doot longitudinal studies of health
outcomes in South Africa which also collect dataeoonomic variables. An alternative
approach would be to collect tuberculosis and dtieatth outcome data in exiting,
repeated economic surveys such as the General hadsgurvey (Statistics South
Africa 2006).

One weaknesses of this study was the need to inifarnd values to individual and
household income as reported in bands in the cersusuld of considerable use to
have a nationally representative study of areatl@eprivation and SES in South Africa.
This would require more detailed questioning, dngstmore resources, than the census
guestionnaire, but could be done on a sample gbdipelation, rather than all persons.
Its benefit would stretch well beyond tuberculasisearch, or even health research, to
provide a useful measure of community SES for mrebeas in other social science

fields, such as education and economic development.

The omission of HIV status from this study is amportant one. Although it may not
affect the reported results for the reasons meati@bove, it would be extremely useful
to replicate this analysis with either individuat-group-level HIV infection markers. A
survey which included anonymous, linked HIV testmight be able to provide
additional income on this question; so might tin&ihg of individual-level data to

community-level HIV information. Neither is avail@ at present in South Africa, but
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anonymous HIV testing has been built into recen83tudies elsewhere in the world
(Mishra et al. 2006).

This study has also only touched on one aspetteofandom-effects modelling system,
by including random intercepts for households amdmunities (Merlo et al. 2005a). It
might be of interest to consider the possibilityafidom slopes for higher model levels,
that is that the community-level SES variables rfyottie individual-level associations
seen (Merlo et al. 2005b). It might also be ind&rg to consider the proportions of the
variance in outcomes due to different levels ofrtieel, that is how much individual-
level variation can explained by household andéenmunity clustering of tuberculosis
(Merlo et al. 2005c). A further possibility woulbe to consider whether the effects of
community SES are differentially felt in differgmbpulations, such as the old, different
racial groupings or those with low education or#ss Such a study was conducted in
the US for self-rated health, but found few sigraht effects (Subramanian & Kawachi
2006). A final possible extension to the methodme used here would be to
investigate the possibility of quadratic effects dge, years of education and other
polychotomous categorical variables. This wouldvalfor the possibility of non-linear

relationships between these variables and risklwdrculosis disease.
6.4.2. Social epidemiology

The field of Social Epidemiology is a young oneyihg barely existed 30 years ago; the
first textbook in the subject was published in 2Q0B8rkman & Kawachi 2000). As a
result much of the field remains fluid and methadpés are still being organised. There
can be little doubt that the social and socio-eocunenvironment, whether considered
at the macro (national), meso (community) or m{trausehold/individual) level, in
which individuals’ lives affects both their healitatus and their capacity to manage
their health. The challenge for practitionersha field is to approach their enquiry in
both a theoretically and methodologically sound n&nin particular considering the

following issues.

First, there is a need for greater theoreticaluigdsiven the increased computing
power of recent times, it has become far easieotoluct empirical studies. These

studies have often involved the inclusion of as ynaariables as are available, at as
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many levels as possible. If enough regressionsuaren enough variables, random
chance will mean some of the relationships wilstaistically significant. In order to
avoid the frequent reporting of potentially spusdindings as true causal associations,
it is crucial to follow the advice of those in theld who demand that potential causal
pathways, and the group-level(s) at which theskvpays are believed to act, are
hypothesisea priori, rather than mined for (Pickett & Pearl 2001; Ditaux 2001).

The importance of purely contextual phenomena resnanderemphasised. At present
most SES measures used are based on the scalaignavidual concepts —
employment, education and income. Integral measanmethose that can only be
measured at the community level and are therefpebnition contextual; they are,
however, rarely included in social epidemiologydstss (Pickett & Pearl 2001). They
include the level of social service provision, thanber of hospital beds or the number
of community groups in an area. Ignoring such messexcludes a range of potential,

emergent causal effects.

It is also important to simultaneously consideaage of levels at which SES might
affect health; many studies consider the impadtiigifier-level variables without first
considering the impact of individual-level oness @&recent review of multilevel studies
suggested, those studies that included only oneqpindividual-level measure of SES
are more likely to find a significant result foryagroup-level SES measures used, since
the latter will act as partial proxies for the famin their absence (Pickett & Pearl
2001).

Second, there is a need for increased statistgalir. Since social epidemiology
attempts to connect an individual to their enviremt there will always be a need for
both individual and higher-level factors to be ddesed. In a statistical context this
may be done through purely individual- or purelgup-level regressions, but both have
flaws. Using ecologic regressions to determinéviddal-level risks is open to the
ecologic fallacy: that relationships seen at a jatpn level reflect those seen at the
individual level, when in fact no such individuavkl relationship exists. Using
individual-level regressions, on the other hanalen to the individualist fallacy: that an

individual’'s health outcomes are a function onlythadir personal characteristics. The
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combination of individual- and group-level factamsa single model, using simple
ordinary least squares regression is open to liagalthe non-independence of these
explanatory variables. The use of hierarchical edan overcome this, but must be
used with care, and a deeper understanding ofreoclels is crucial to the development
of the field (Merlo 2003).

A second statistical matter rarely consideredas ¢t endogeneity. It is commonly
assumed that health outcomes are the result ad-e@oinomic variables rather than
considering it likely, at least to some extentt #@cial and socio-economic choices are
made contingent on health status. This is pagrbubktrong in the case of employment
status, but if the ‘Barker hypothesis’ — tivautereonutrition is linked to later health
outcomes — is accepted, and given the high likelihthat this nutritional status will be
associated with material socio-economic conditi@inis,possible that reverse causality

also arises for all socio-economic variables (Bafl894).

A more troubling critique raised by Oakes of the aghierarchical/multilevel models is
that there is unavoidable endogeneity within thelaxatory variables used (Oakes
2004). Oakes argues first that social stratifarateads the causal mechanisms in each
community to differ such that they are no longanparable; and second that any
contextual effects in a community are a reflectbdthe composition of that community,
and thus not separately identifiable. The consitilem, and management, of
endogeneity has been common in economics for sioneeg through the use of causality
tests and instrumental variables techniques thatcast to precision, allow the
researcher to avoid the possibility of such proldemsing (Martens et al. 2006). This
does not solve Oakes’ first concern, but remainsrgrortant avenue of enquiry in

social epidemiology.
6.4.3. Policy recommendations

Taking the results of this study seriously wouldamenaking significant changes to
tuberculosis control programmes in South Africdne Turrent approach, following the
World Health Organisation’s lead, is to focus omedily Observed Treatment, Short-
course (DOTS) provision to all persons passivebntbto be sputum-smear positive.

This has led to a very high detection rate for sevear-positive cases, but cure rates
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remain almost 20% below the level needed to rethe®verall burden of disease
(World Health Organisation 2005).

The reasons for this low cure rate are likely tarhétifaceted, but as the Proje Veye
Sante showed in rural Haiti, the impact of incomport at a time of illness can be
crucial. The clinic ran a trial where 50 individsiavere provided $30 a month for their
first three months of treatment, plus a traveladace and a monthly attendance
reminder. After one year, all these patients vagsease-free and alive. Of a
comparison group of 50 patients who did not recéinesupport, only 24 were disease-
free and alive after twelve months (Farmer 1998)is evidence supports the South
African government’s policy of providing a disabyligrant to anyone receiving

treatment for tuberculosis.

This study, however, found tentative evidence tggest that poverty may be related not
to treatment success, but to initially becominguith tuberculosis. In the light of this
evidence, it can be argued that the provision afi@ydo those living in poverty may

well alleviate some of the government expenditaresuberculosis treatment by
preventing disease from occurring. One methodléang so would be the provision of

a basic income grant, a universal payment suppbstedany in South Africa (Bhorat
2003). At present, no government support paynseavailable unemployed adults of

working age who do not have a symptomatic disease.

The theoretical implication of the finding that @me poverty and unemployment have
compositional effects on risk of tuberculosis dses that the targeting of policies to
reduce poverty or unemployment, in order to redigteof tuberculosis, may be best
performed at the individual level, rather than tigb interventions aimed at raising
entire communities out of poverty. The practicapact of such a finding is less clear —
reduction of community-level poverty (or unemployrtjewill require very similar

interventions to those needed to reduce individiexadt poverty (or unemployment).

A clearer message arising from the findings on 8HBat low SES is associated with
more tuberculosis disease, rather than high SE®) lzsisociated with less. In both
Figure 3 and Figure 6 the quintiles in which sigmaiht results are seen are the poorest

and most unequal in the population. This has itambimplications for the targeting of

91



policies, suggesting the need to focus on the wadfsh particular, rather than the non-

well-off in general.

The finding that even after adjusting for individlpaverty, those living in more unequal
settings were at raised risk of becoming ill, pre@sdooth the bolstering of the
tuberculosis treatment programme in more unequ@gbns, and the provision of support
to the poor in unequal areas to make their comnasiigss unequal.

The relationships highlighted in this study suggedential benefits from a paradigm
shift in tuberculosis treatment from the currerdu® on tertiary prevention (treating
disease) towards secondary prevention (reducingress from infection to disease).
Interventions aimed at reducing poverty and inggyand possibly at raising education
levels and reducing unemployment, should help redie level of tuberculosis disease
in South Africa. Public health campaigns and tixapolicies highlighting the risks of
smoking tobacco and alcohol abuse may also haoke @éa play. Such policies would
need to be in addition to treatment of diseasberahan in place of it. As a result of the
generalisability issues outlined in section O, icgtlon of these results in other data is

needed prior to making these policy recommendaiittesnational in scope.

Evidence that low SES is associated with a widgeasf health outcomes is not a new
finding. The continuing existence of widespreaggrty both within South Africa and
worldwide does not necessarily reflect a lack ofagyn about the health of the poor, but
may reflect a lack of capacity to effect changéhis area, primarily in the government

arena.

This inability may be due to constraints on polkapacity. For example, the general
medicalisation of health, if not in the minds oé timedical profession then in the minds
of politicians and the public, may make the realtoan of resources from healthcare to
social programmes unfeasible. Medical intervergitamd to have clear, identifiable
costs and benefits, whereas poverty alleviationittlesimmediate impact on health
outcomes, despite statisticians assuring the pthmicthe long-term benefits are
considerable. Given a fixed total budget then eassuming doctors are willing to
accept lower funding for hospitals and clinics rder to raise grants for social services

and support payments, patients on waiting listofmrations, and thus politicians
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vulnerable to public opinion, may not be wilingremluce medical spending in order to

reduce poverty.

Alternatively, the problem may be a lack of teclahicapacity. Even if funding is
available, it may be that the public-sector ladies gkills to effectively target it to where
it would have the greatest impact. Those areds existing low levels of service are
likely to be either geographically remote, difficto retain staff in or have little political
value — hence the fact that they are underproviéie first place. It is likely that
improving service delivery in such areas, probaisgdominantly rural and peri-urban in
South Africa, will have a lower benefit-cost ratimn focusing on more accessible

regions.

Finally, even if careful prioritisation of servicesorganised through central
government, there is no certainty that lower lewéladministration will have the
capacity to carry it out. Furthermore, many of thast appropriate policies for reducing
poverty and inequality, such as means-tested lispafe also those most susceptible to
manipulation and corruption. When governmentristshed to meet demanding policy
goals, and thus oversight is limited, as appeabetthe case in South Africa at present,
the hard work of efficiently targeting intervent®may inconsistently implemented.
While universal income support offers an alterra@pproach to reduce poverty, it will

do little to reduce income inequality, which is fmlito be important in this study.

6.5. Conclusion

This study is a comprehensive analysis of riskdiactor tuberculosis in South Africa.
It shows that after adjusting for biological chdedistics, individuals are at risk of
becoming ill with tuberculosis through a range ehavioural, social and socio-
economic reasons. It shows, perhaps for thetiirs, that not only personal and
household characteristics are determinants of @imidual’s risk of falling ill with
tuberculosis, but also the nature of the communityhich one lives. It finds that in
South Africa, being poor in either terms of finalaiesources or education, is

detrimental to your health, and that living in arequal community exacerbates this. In
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order to reduce the burden of tuberculosis in¢bistry it is crucial to improve the SES
of the population, not just their health-relatetidaour.
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